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ABSTRACTS 
    9:30-10:30 AM     KEYNOTE: Battle Against Any Guess 
 

Guesswork is enemy number one for any IT professional! This presentation explains why such a strong statement holds 
true. Can we afford guesswork while diagnosing an issue? What do we do when it seems like there is no path forward 
and no reasonable way to collect missing diagnostic information? In a crisis situation, how do you handle the pressure of 
getting "something" done? Is it safe to take a shortcut, relying on experience rather than on scientific method? Can 
experience play nasty jokes on you? These are the sort of questions to be asked and hopefully answered during this 
presentation. 

 
Alex Gorbachev is an Oracle ACE Director and a member of the OakTable Network. He is a sought after speaker at 
Oracle conferences around the world. Currently Alex is the CTO at Pythian. The search for the perfect fit between 
technology, engineering talents, and business is what keeps him up at night. 

 
     10:45-11:45 AM     DBA TRACK: Advanced Database Performance Analysis  
                                                                    Using Metric Extensions and SPA 
 

This session describes how to diagnose database performance problems using Metric Extensions (ME), a new feature 
of Enterprise Manager Cloud Control 12c, and SPA.  ME support a rich feature set such as multiple key metrics, design 
and deploy lifecycle, and a robust user interface. This session will cover a real-world Oracle internal use case where an 
ME querying GV$SQL_MONITOR was developed to identify problematic SQL. Once the problematic SQL has been 
identified, Mughees will discuss ways to tune the SQL and validate the fix using database features such as 
ADDM/AWR, SQL Tuning Advisor and  SQL Performance Analyzer. 

 
Mughees Minhas is responsible for all aspects of product management relating to database, systems and quality 
management solutions at Oracle Corporation. He has more than 17 years of experience working with Oracle products 
with special interests in the areas of application testing and quality, performance diagnostics and tuning, and SQL 
optimization.  Mughees is a frequent speaker at various Oracle forums and has authored several papers on the internal 
workings and usage best practices of a wide variety of Oracle technologies.  Mughees holds an undergraduate degree in 
Electrical Engineering from Washington University and an MBA from Columbia Business School.  He is currently 
senior director of product management in Oracle’s Server Technologies division. 
 
10:45-11:45 PM            DEVELOPER TRACK:  Top 5 Issues that Cannot be Resolved by DBAs 
                                                                                      (other than missed bind variables) 

 
      Common knowledge says that if there is something wrong with the database, blame DBAs. Fortunately for database 

administrators, about 95% of such cases have nothing to do with their job responsibility. Unfortunately, it takes a lot 
of time to explain this to any manager.  And it takes even longer for an organization as a whole to look for real 
solutions to its IT problems other than asking its DBAs to look for “run_faster=TRUE”. This presentation’s goal is to 
illustrate the most common “pseudo-DBA” issues and proper ways of resolving them. 

 
       Michael Rosenblum is a Software Architect/Development DBA at Dulcian, Inc. where he is responsible for system 

tuning and application architecture. Michael supports Dulcian developers by writing complex PL/SQL routines and 
researching new features. He is the co-author of PL/SQL for Dummies (Wiley Press, 2006), contributing author of 
Expert PL/SQL Practices (APress, 2011), and many database-related articles and conference papers. Michael is an 
Oracle ACE, and frequent presenter at conferences (Oracle OpenWorld, ODTUG, IOUG Collaborate, RMOUG, 
NYOUG) and winner of the ODTUG Kaleidoscope 2009 Best Speaker Award. In his native Ukraine, he received the 
scholarship of the president of Ukraine, a Master of Science degree in Information Systems, and a diploma with 
honors from the Kiev National University of Economics. 
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1:30-2:30 PM     DBA TRACK: Practical Hadoop by Example 

This session describes several practical examples of using Hadoop in companies that have been traditional users of 
relational Oracle databases. Alex will discuss such areas as ETL, archival storage, and analytics. 

Alex Gorbachev (see keynote presentation for bio) 
 

1:30-2:30 PM     DEVELOPER TRACK: Empowering Your Data Sharing Architecture 
                                                                           for Continuous Availability 

The amount of data captured and accessed by your organization is growing every day. Everyone needs the most 
current information from their servers for operational decision-making, billing, inventory control, purchasing, and 
more. This session, will demonstrate how database replication offers the most effective way to provide real-time 
access to relevant data in production databases. Topics to be discussed include enabling customers to query data 
locally for faster access, preventing queries from affecting system performance, replicating to unlimited target 
systems, consolidating data to a centralized location, streamlining reporting, enabling disaster recovery, increasing 
security and scalability. 

Jeffrey Surretsky has been working at Dell/Quest Software for 13 years as a Database Systems Consultant where he 
focuses on database solutions including replication and performance monitoring/management. Before that, Jeff held 
various roles in the IT industry since attaining his Bachelor Degree in Computer Science in 1987.  Jeffrey also has an 
MBA in Information Systems. 

 
2:45-3:45 PM     DBA TRACK: Schema Integration Techniques for Building the ODS 

 
      The goal of this presentation is to present a simple yet thorough process that solves the challenges of schema 

integration and provides solutions to data conflicts uncovered by the process. Angelo will demonstrate how the 
application of schema integration addresses these challenges. Schema integration is a theory and process pioneered by 
experts in the field of data management. This presentation will explain the techniques used by two of these pioneers, 
M. Tamer Ozsu and Patrick Valduriez that can be applied in the design of an Operational Data Store (ODS). 

 
      Angelo R Bobak is a seasoned data architecture professional and published author with over 20 years experience in 

Business Intelligence, Data Architecture, Data Modeling, Master Data Management, and Data Quality. Angelo is 
currently working at Veyance as Foundation Manager and Senior Data Architect in the areas of Data Warehousing, 
Global Master Data Management, Data Integration and Data Quality. 

 
2:45-3:45 PM     DEVELOPER TRACK:  A Hitchhiker’s Guide to Integrating 

                                                                       Oracle XML DB 11gR2 and SQL Developer 
 
This session describes a project using XML with Oracle Database 11gR2 and discusses why XML DB was chosen, 
how XML DB was used, and the technical issues encountered. The presentation covers several examples using 
XMLTYPE, CLOBs, XML DB methods, XMLAGG, XMLELEMENT, XMLFOREST, XQuery and dbms_xmldom. 
You will learn about methods, design considerations and issues using Oracle XML DB. We will provide working 
examples that you may use with your Oracle environment. 
 
Coleman Leviter, OCP is employed as an IT Software Systems Engineer at Arrow Electronics. He has presented at 
IOUG's Collaborate and at Oracle Open World.  His articles have appeared in Select Magazine, IOUG's Tips & Best 
Practices Booklet for Oracle professionals and ODTUG Journal.  He is the NYOUG WEB SIG chairperson and was 
the 2012 IOUG COLLABORATE Conference Chair.  He has worked in the financial services industry and the 
aerospace industry where he developed Navigation, Flight Control and Reconnaissance software for the F-14D 
Tomcat.  Coleman was recently elected to the IOUG Board of Directors.  He may be contacted at cleviter@ieee.org 

mailto:cleviter@ieee.org�
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Message from the President’s Desk 
Michael Olin 

 

Spring, 2013 
 
Another “Special” Meeting  
There’s really no other way to put it. Attendance at our “Special” December meeting at the New Yorker Hotel was 
abysmal. The number of people attending our four-track, special keynote, hot buffet lunch, vendor hall, free stuff, end-of-
day raffles midtown Manhattan meeting was barely more than what we expect for our “Regular” general meetings. I know 
that it would be unrealistic to continue to expect the overflow crowds that even topped 400 attendees (during the 
meeting’s first few years when Oracle was picking up the tab), now that we restrict attendance to paid NYOUG members. 
What I didn’t expect was that we would have a problem attracting twice the number of attendees as a general meeting. 
 
Looking at the Numbers 
Here are the attendance statistics for our general meetings, of both types, from 2006 through 2012. 
 

NYOUG Multi-Year General Meeting Attendance Analysis 
 

 Spring Summer Fall  Winter 
Year     

2006 97 103 333 78 
2007 120 94 270 85 
2008 100 93 362 95 
2009 111 109 95 412 
2010 106 96 91 249 
2011 97 70 100 205 
2012 95 79 76 148 

 
 
I highlighted the numbers of our “special” meetings in bold, since we moved that meeting from the fall to the winter in 
2009. Swapping the number of attendees for the Fall and Winter meetings from 2006-2008 makes it possible to graph our 
attendance, with the attendees of the “special” meeting always being counted in Winter. The graph below clearly shows 
that our attendance for the general meetings varies within a fairly narrow range, but attendance at the “special” meeting 
has been dropping quite dramatically. 
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It’s Not Just the Numbers at the Door 
Some further analysis shows that there is more to this story than just the number of attendees per meeting. When 
tabulating the attendance, we discovered that over this seven year period, there were over 1,800 people who have attended 
an NYOUG meeting. Of this group, however, more than 60% have only attended once. More than 90% of the people who 
have attended NYOUG meetings over the past seven years attend, at most, one meeting every other year. On the other 
hand, almost half of the attendees at any given meeting attend at least two meetings every year. 
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Problems Persist at the Podium 
Not only has it become increasingly difficult to attract an audience for our meetings, we have seen a dramatic decrease in 
the number of abstracts that are submitted in response to our calls for papers. In the past, we would be able to choose 
between two or three presentations for each available speaking slot. Now, even with the flexibility of accepting 
presentations for the “Implementation” track in addition to our traditional DBA and Developer tracks, we often struggle to 
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fill the agenda for each meeting. We have been asking our keynote speakers to give a second, technical presentation later 
in the day and have even been ending our meetings after the second set of afternoon presentations because we have been 
unable to fill the final afternoon slots.  
 
Attendance at our “special” meetings is down, and continues to decline. While the attendance at our regular general 
meetings is holding steady, almost half of those attendees are from a core group of members who are almost always 
present. It is becoming more and more difficult to locate speakers, as even Oracle’s product managers, who used to 
consistently speak at our meetings, have made themselves scarce. The obvious question is “Why?” and, of course, “What 
can we do about it?” 
 
Answering the “Why?” and “What?” 
We’ve made some guesses as to why attendance has been dropping, and why we have been relying on the same core 
group to sustain our meeting numbers. It is easy to blame the economy. As IT shops have had to do more with less, it is 
becoming more and more difficult to get away from the office for an entire day to attend a user group meeting. We have 
seen quite a few members who may only come for part of the day, and we hope that these members continue to find 
attending an NYOUG meeting, even if only for a few hours, to be a valuable experience. We have also tried to increase 
the number of our lunchtime webinars to allow members who simply can’t get away from the office to still benefit from 
the knowledge shared at our meetings. Blaming the economy still doesn’t account completely for the decline.  
 
On the NYOUG Steering Committee, our current theory is that we are facing a generational divide. For those of us who 
have been working in IT for a decade or more, sharing knowledge through user groups is something that we’ve always 
done. We didn’t have the ability to get answers to our questions on Oracle Technet or at AskTom.com. We came to 
meetings, spoke with the presenters after their talks and sought help from the speakers and our peers during “Ask the 
Experts.” Perhaps, as the ancients on the Steering Committee have suggested, this model does not resonate with a new 
generation of IT professionals who have always been able to seek out answers online. Why spend a day at a user group 
meeting when half an hour of surfing the web can bring so much of the same information right to your desk?  
 
We would like to blame the economy and generational issues for the declining number of abstracts we receive, but 
perhaps that is not the whole story either. We still believe that speaking at user group meetings and larger conferences is a 
great way to build up your reputation and develop some name recognition (although racking up “points” for answering 
questions online seems to work too). At NYOUG, however, we may be making it too onerous to speak at our meetings. 
The current NYOUG Speaker’s Agreement requires not only the meeting presentation itself, but also the presentation 
materials (slide show) for inclusion on our website as well as a separate white paper for publication in our NYOUG 
Technical Journal. We have been getting quite a bit of pushback lately on the white paper requirement. While this used to 
be a common requirement (and conferences published voluminous proceedings containing all of the papers), many, if not 
most, conferences no longer require submission of a separate paper. The NYOUG Steering Committee is considering 
making the paper optional, to see if that will encourage more people to present at our meetings. Fewer papers will mean 
that there is less content for our Technical Journal (although you are still welcome to submit an article for publication, 
even if you have no intention of presenting the material at a meeting), but this may be a tradeoff that we have to live with. 
 
I still believe that having in-person user group meetings serves a valuable purpose. The NYOUG Steering Committee 
remains committed to continuing our more than 25-year tradition of bringing the best technical speakers and trainers to 
New York to share their knowledge with our membership. We would also love to hear any and all suggestions for how we 
can ensure that our organization remains relevant to Oracle professionals. Please feel free to contact me 
(president@nyoug.org) with your thoughts and/or suggestions for what we can do to keep NYOUG going for another 25 
years. 
 
Michael Olin 
President, NYOUG 
 

mailto:president@nyoug.org�


www.nyoug.org   212.978.8890 11 

Editor’s Corner 
Melanie Caffrey 

 
And the Award Goes To … 
The Editor’s Choice Award for 2013 (for papers written and/or presented in 2012) is awarded to Arup Nanda, author of 
the paper, Exadata Demystified, published in the current issue of the NYOUG Tech Journal.  Arup presented this topic at 
the December 2012 NYOUG User Group meeting.  A long-time DBA (17 years, so far), Arup is a consummate database 
professional, two-time recipient of Oracle Magazine’s annual excellence awards (DBA of the year, 2003, and 
Technologist of the Year, 2012), prolific author (coauthor of 4 books and author of more than 300 articles), and a tireless 
mentor.  Arup consistently delivers well-researched and engaging papers and presentations, and is a marvelous educator.   
His attention to detail and clear expository style help to make each one of his articles an informative read and his 
presentations an enjoyable educational experience.  If Arup’s Exadata paper had not been chosen for the Editor’s Choice 
award, his paper, Partitioning: What, When, Why and How, (also published in the current issue) would have taken its 
place. Whether you agree with my choice with respect to which of his papers is actually more useful for your (or general) 
purposes, I think you will agree that both are well worth a read, and a re-read, and a forwarding-on. It is a pleasure to have 
Arup Nanda associated with the NYOUG. 
 
Candidates for the 2014 award appear beginning with this issue.  Many of the papers included in the Tech Journal are 
based on presentations given at NYOUG general meetings, but presentation is not a requirement to have a paper or article 
published in the newsletter.  Please send your paper to: editor@nyoug.org, by April 1, to appear in the June issue.  Due 
dates for later issues are: July 1 (September) and October 1 (December). 
 
Newsletter Close and Publication Dates – 2013  
 
Meeting Date Location Newsletter 

Publication Date 
Article 

Submission 
Deadline 

Ad Closing Date 

June 2013 St. John's University June 1 April 1 May 1 
September 2013 St. John's University September 1 July 1 August 1 
December 2013 TBD December 1 October 1 November 1 

 

Your Ad Here! 
 

Vendors, place your advertisement in the NYOUG Tech Journal.  Let our 
members know you want to do business with them. 

 
Ad Options Available: Full Page – Black/White or Color 

Half-Page – B/W only 
 

Sponsorships: General Meeting – Primary and Secondary 
Special Interest Group 

Journal Ad only 
Most sponsorship packages include color and/or black/white ads. 

mailto:redwards@dulcian.com�
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Exadata: A Critical Review 
 

Michael Ault, Oracle Guru, Texas Memory Systems, Inc. 
 

If your work is in the Oracle environment you have no doubt heard about the Oracle Exadata and the whole EXA-
proliferation. It seems there is a Exa for everything, Exalogic for the cloud, Exalytics for the BI folks, Exadata for every 
database ever conceived. Oracle has certainly put those Sun engineers they bought to use over the last few years. Since I 
don’t usually deal with the cloud (yet) and BI isn’t really my game let’s discuss the Exadata database machines.  
Essentially Exadatas come in three flavors, the Exadata X2-2 series in quarter, half and full rack configurations and the 
Exadata X2-8 which comes as a full rack only and the X3-8 that comes as small as in 1/8 rack configurations. But what is 
the Exadata? Is it hardware? Is it software? Both? Is it, as the Oracle CIO Mark Sunday joked about at Collaborate in his 
keynote, the Borg? 
 

 
Figure 1: Is Exadata the Borg? 

 
No, the Exadata isn’t Borg (at least not until they get it mobile) it is a combination of legacy (disk drives) and state of the 
art (Flash storage) storage, commodity servers and some great software; as long as you fall under the software’s use 
cases. First, let’s look at the costs involved with Exadata. 
 
Exadata Cost Breakdown 
Let’s take a look at the published prices for these various configurations. Now, bear in mind, Oracle will no doubt heavily 
discount license costs to get you on the hook I can’t say what any actual prices will end up, after all, one can no more 
think like an Oracle salesman than one can a timeshare salesman. Chart 1 shows the various configurations and costs. 
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Chart 1: Oracle Exadata Configurations 

 
Of course the important numbers are towards the right in the bottom rows where you see total hardware cost, total 
software cost and total support cost. The total support cost is for each year after the first year. 
 

 
Chart 2: Oracle Hardware and Software Costs 

 
Now the costs shown in Chart 2 come from the most current Oracle price lists available on the Web, just do a google 
search for “Oracle Engineered Systems Price List” and “Oracle Software Price List” and you can do the math like I did. 
Don’t forget to apply the 0.5 multicore discount! 
Several years ago when I was not as wise as I am now, I purchased a timeshare. It seemed a good idea at the time, the 
salesman showed how the cost was eliminated by all the savings I would have over the years going on vacations to their 
wonderful resorts. Of course he didn’t say how often those wonderful resorts would not be available and brushed little 
things like maintenance fees under the rug, so to speak. It ended up for each month I would pay over $400 in maintenance 
fees and these could go up several percent a year, forever. Needless to say I am divesting myself of that timeshare.  
Why am I bringing this up? This is identical to the maintenance and upgrade fees you will be paying with the various 
Exadata setups. 
 

 
Chart 3: Exadata Support Costs 

 
Unless you really need those 128 CPUs in the X2-8 or the total number of Exadata Cells you need to purchase with the 
various configurations why pay a yearly fee forever for capacity you aren’t using? With the Oracle suggested 
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configurations you will end up paying for 100% of the disks when you can only utilize about 33% or less of their capacity. 
Talk about unavailability! Now, if you are consolidating dozens or hundreds of databases, have a huge data warehouse 
with a simple design and lots of duplicate row entries, or just have a huge pot of money to spend, the Exadata platform 
may be the best fit. But for most of us the Exadata is too expensive now, and too expensive in future costs. Exadata, the 
gift that keeps on taking. Let’s examine those great software features next. 
 
Exadata Special Features 
The information in Figure 2 shows the special Exadata software features taken directly from Oracle whitepapers on the 
subject. Note that it is titled Exadata Storage Software Features, this is because this software is at the Exadata Cell level 
and of course is only available with the Exadata storage cells. This is what you pay $10K/disk/cell for. 
 

 
Figure 2: Exadata Cell Software 

 
Smart Scan Technology 
Smart scan technology is based on maps (storage index technology) created at the cell level for each storage extent. The 
high and low value for each column is stored and the cell software uses these storage indexes to pre-process any SQL so 
that only the cells and extents that have data within the range requested are searched. Think of it as hardware based fine 
grained partitioning of data. Each time the database is shutdown and restarted the storage indexes are rebuilt. Storage 
indexes also don’t work very well for rapidly changing data such as in OLTP environments. So, as long as you have fairly 
calm data, such as a data warehouse, the smart scan technology (and storage index technology) will work well for you. 
 
Smart Flash Cache 
On normal SANs you may have caches to speed access. The caches on SANs will probably be DDR (on older machines) 
or flash (on newer systems) memory and will cache frequently accessed blocks that aren’t frequently updated. Usually for 
Oracle SAN caches are set to be write-through, essentially making them read-only. 
Flash forward (pun intended) to smart flash cache, think of it as a SAN cache optimized for Oracle. Smart flash cache is 
only available on Exadata storage in the 4-96 GB SUN flash cards that reside in each Exadata cell. The Smart Flash Cache 
is read-only and is for stable non-changing data. The flash cards can also be configured as flash LUNs giving high speed 
(well, as fast as SUN flash goes) access for read and write. The specifications for the SUN F20 flash card are shown in 
Chart 4. 
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Chart 4: Exadata Flash Specifications (From: SUN Flash Accelerator F20 PCIe Card Data sheet) 

 
Notice they promise only 220 microsecond response. So the Smart Flash Cache is a SAN cache optimized for Oracle and 
is only really useful for non-changing data. With only 394 GB of flash per 5 or so terabytes of storage, the cache will most 
likely be under sized resulting in multitudes of cache misses. 
 
IO Resource Manager 
The IO Resource Manager is an extension to the DBMS_RESOURCE_MANAGER package that is specific to the storage 
cells and allows you to restrict IO resources by database. This is a great feature if you are consolidating many databases, if 
you only have a few databases or one, it is a non-starter. Since you can only get 50,000 IOPS from the hard drive stack in 
a full X2-8 this can be a critical feature when consolidating. Now, the specifications also state that you get 1.5 million 
IOPS form the flash cache. However, if you are consolidating several databases of various IO needs and assuming OLTP 
and data warehouse/DSS/OLAP type database mixtures, I doubt you will get that many useful IOPS out of the flash cache. 
 
Hybrid Columnar Compression 
The most fanfare in Exadata seems to be for a feature called Hybrid Columnar Compression (HCC). It optimizes data 
storage requirements while avoiding some of the performance issues associated with compression. The first limitation on 
HCC is that HCC requires that data be loaded using data warehouse bulk loading techniques, it will not work on data 
entered from applications. It can provide data optimization rates as much as 15X normal capacity requirements but may 
also cause a noticeable performance loss, especially with volatile data. Essentially, most recommendations are to use HCC 
on infrequently accessed OLTP data or non-changing data warehouse data and to only set the compression level to “low” 
or 4X for OLTP. 
Another hybrid columnar compression issue is that any HCC data in the flash cache is kept in compressed form, so that if 
any row is needed, the entire 32 KB compression unit needs to be stored, even if only a fraction of the units’ data is 
actually needed.  The compression increases the size of the cache needed for full scans, but it ends up dramatically 
reducing the available size of the flash cache for random I/O. Updates to rows in the hybrid columnar compressed form 
are much more complex than a standard update since the full compression unit needs to be retrieved, uncompressed, 
modified, re-compressed and re-stored on the drives. Generally speaking, unless you have a poorly designed OLTP 
database with lots of duplicate entries in each table, HCC will not be effective for anything but archive data. In data 
warehouse or DSS/OLAP databases HCC can be very effective for non-changing data. Note that the highest compression 
settings on HCC can only be used for archival data and aren’t recommended for your in-use data. 
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It would seem that HCC would be best used on data that would be stored on cheap SATA or SAS based slow hard drive 
inexpensive storage. The overhead in loading, unloading and creating the HCC storage units is a negative. Yes, you can 
achieve high compression on static data with many repeating values but you get poor compression if you have few 
repeating values. In fact, you can get as good a result on most data using Oracle’s Advanced compression which is 
available in Enterprise Oracle on all platforms. 
 
Smart Scans of Data Mining model Scoring 
What a mouthful. Essentially it means that the work of doing advanced models for data mining will be offloaded to the 
storage cells. However, there have been reports that Exadata has issues with complex summaries and queries. 
Oracle11GR2 has added many new statistical analysis features that can be built into models. These building of the models 
from these PL/SQL procedures can then be pushed down to the storage cells for a speed increase according to Oracle of 
anywhere from 2-26X.  Now, do you need the full X2-8 for this? Why not go with the Exalytics box which is smaller and 
cheaper? Anyway, I have not seen many reviews of this feature and haven’t the experience in BI and analytics to review it 
properly. 
  
If Not Exadata? 
So you may be asking the question: If not an Exadata, then what should we buy? Let’s examine one of the alternatives to 
the Exadata X2-8, since it is the top of the line. 
In the previous sections I showed using numbers from Oracle’s own price sheets, that an Exadata X2-8 will cost around 
$12M dollars over a three year period considering initial cost, hardware support and software licensing. I didn’t include 
the required installation and consulting fees that go with that because they can vary depending on how many databases 
you move to the Exadata and the complexities of installation. Note that the Exadata X3-8 will be more expensive due to 
the increased hardware and CPU license costs, the storage cell costs are the same. 
 
Exadata Performance 
I didn’t talk about the specifications of the X2-8 from a performance point of view yet. Let’s examine the raw 
performance numbers. Figure 3 is taken from a presentation given by Greg Walters, Senior Technology Sales Consultant, 
Oracle, Inc. to the Indiana Oracle Users Group on April 11, 2011 shows the capabilities of the various Exadata 
configurations. 
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Figure 3: Exadata Performance Numbers 

 
So for this paper I am primarily concerned with the numbers in the first column for the Exadata X2-8 Full Rack. Also, I 
assume that most will be buying the high performance disks so if we look at those specifications and meet or beat them, 
then we will also beat the low performance values as well. So the values we are concerned with are: 
 
Raw Disk Data Bandwidth:  25 GB/s 
Raw Flash Data Bandwidth:  75 GB/s 
Disk IOPS:    50,000 
Flash IOPS:    1,500,000 
Data Load Rates:   12 TB/hr 
 
Oddly, the X3 numbers aren’t different, you just get more storage and ore flash. Pay attention to notes 2 and 3: 
 
Note 2 says: 
 
IOPS- based on peak IO requests of size 8K running SQL. Note that other products quote IOPS based on 2K, 4K 
or smaller IO sizes that are not relevant for databases. 
 
So the actual value for IOPS is based on peak not steady state values. This is an important distinction since the system 
cannot sustain the peak value except for very short periods of time. The second part of the note is rather disingenuous as 
when the IO is passed to the OS the request is broken down into either 512 byte or 4K byte IO requests since most OS can 
only handle 512 byte or 4K IOs. A majority of modern disks (like those in the storage cells in Exadata) will only support 
4K IO size so arguing that testing at 8K is more realistic is rather simplistic. In addition most flash IO is usually done at 
4K 
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Note 3 says: 
 
Actual performance will vary by application. 
 
This is similar to mileage may vary and simply means that the numbers are based on ideal situations and the actual 
performance will probably be much less. 
 
Injecting Some Reality 
So now we have the performance characteristics of the Exadata, are these based on measurement or on what the interface 
will provide? At 50K IOPS with an 8K block size You only get 0.38 GB/s do the math: 50,000*8192/1024^3=0.3814. On 
the 1,500,000 IOPS from the flash: 1,500,000*8192/1024^3=11.44 GB/s so the highest bandwidth that can actually be 
attained at peak IOPS for both disk and Flash would be 11.82 GB/s. Note 1 says that are not including any credit for either 
advanced or HCC compression. 
Also notice they don’t tell you if the IOPS are based on 100% read, 80/20 read/write or 50/50 read/write, a key parameter 
is the mix of reads and writes if it is not specified the number given is useless. 
One additional little thing they don’t tell you, as I say above, is that the Flash cache is at the Cell level and is actually used 
as an Oracle optimized SAN cache. This is read-only. What does this mean? It means unless the data is relatively stable 
(non-changing) the actual useful IOPS from the cache could be quite a bit lower than advertised. Now in a data warehouse 
with data that doesn’t change I have no doubt they can get read numbers from the combined caches that reach that high at 
peak. 
Ok, so now we have some performance numbers to compare to: 
 
Disk IO bandwidth:   0.38 GB/s 
Flash IO Bandwidth:   11.44 GB/s 
Disk IOPS:    50,000 (read/write ratio unknown) 
Flash IOPS:    1,500,000 (since this is cache, read-only) 
Total IOPS:    1,550,000 (high estimate, unlikely you will get this IOPS) 
 
So the total IOPS for the system is 1,550,000 IOPS and the total bandwidth is 11.82 GB/s. They quote a loading 
bandwidth of 12 TB/s but make the claim it is based on the CPUs more than the IO capabilities. So, if we provide 
adequate bandwidth and CPUs we should be able to match that easily. 
 
Disk Performance Realities 
I don’t care how advanced the disk is, a high-performance disk will be lucky to achieve 250 random IOPS. So, 14 Cells X 
12 Disk/cell X 250= 42,000, now if you take the listed value of 300 for non-random IO then you get 50,400. In a test to 
achieve 100,000 IOPS from disks, EMC needed 496 disks yielding a value of 202 IOPS/disk, at that level the Exadata X2-
8 disk farm can only achieve close to 34,000 IOPS so again their numbers are rather optimistic. 
 
Other 
Other specifications we need to pay attention to are the number of cores: 64/server with 2 servers so 128 cores and 1 TB 
of memory per server for a total of 2 TB. 
Also, the Exadata X2-8 system uses Infiniband so we will also use it in our configuration to provide similar bandwidth.  
 
Servers 
So, to first deal with the servers, we will use the same ones that Oracle used in the X2-8, the Sunfire X4800 with 8-8 2.26 
MHz core CPUs each and 1 TB of memory. This will run about $268,392.00. Now, is this the fastest or best server for this 
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configuration? Probably not, but for purposes of comparison we will use it. The needed Infiniband switches and cables 
and the associated cabinet we will need will probably be another $40K or so. Figure 5 shows the X4800 server. 
 

 
Figure 4: Sun X4800 Server 

 
Storage 
Now to the heart of the system, let’s examine the storage. Let’s get really radical and use pure SSD storage. This means 
we can do away with the flash cache altogether since putting a flash cache in front of flash storage would be redundant 
and would actually decrease performance. So we will need (from my previous blog) 30 TB of storage using the numbers 
provided by Oracle. That could be accomplished with 3 RamSan820 each with 10TB of HA configured eMLC flash. Each 
RamSan820 can provide 450,000 sustained read/ 400,000 sustained write IOPS with 2-2 Port QDR Infiniband interfaces; 
these RamSans would cost about $450K. Figure 5 shows the RamSan820. 
 

 
 

Figure 5: RamSan 820 SSD 
 
What would the specifications for this configuration look like? 
 
Total servers:   2 
Total cores:   128 
Total memory:  2 TB 
Interface for IO:  Infiniband 
Bandwidth:   12 GB/s from the interfaces, 5 GB/s sustained (by IOPS) 
Total Storage:   30 TB 
Total IOPS:   1,350,000 IOPS 80/20 read/write ratio doing 4K IOs (which by the way, map nicely to the 
standard IOs on the system). Peak rates would be much higher. 
Total cost with Oracle licenses and support for three years: Base: $7,062,392.00* + Support and licenses 2 
additional years: $2,230,560.00=$9,292,952.00 for a savings of $2,618,808.00 over the three years. 
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* Close to $6m of this cost is for Oracle core based licenses due to the 128 cores 
 
You would also get a savings in support and license costs of $523,600.00 for each year after the first three in addition to 
the savings in power and AC costs. 
Now, unless you are really consolidating a load of databases you will not need the full 128 CPUs, so you could save a 
bunch in license fees by reducing the number of cores (approximately $49K/core), while you can do that with the 
configuration I have discussed, you unfortunately cannot with the X2-8. In addition the servers are configured with 
several terabytes of disk, another unneeded expense. 
You can do similar comparisons to the various X2-2 quarter, half and full racks and get similar savings.  
The X3-8 has 160 CPUs*$51,500.00=$8,240,000 total license cost. 
Figure 5 shows a consolidated cost breakdown between Exadata and out alternative configuration. 
 

 
 

Figure 6: Cost/Feature Comparisons 
 
Oracle Performance Claims 
I have no doubt that the claims made by Oracle for the various clients that have bought the Exadata are correct. However, 
notice they never show what the configuration of the previous system was in comparison to the new Exadata they have 
purchased. I can easily show you a 10X or even a 100X improvement in performance if you pay no attention that the 
before configuration was severely under configured and the after configuration is severely over configured. I submit that it 
would be impossible to not get significantly better performance with almost any properly configured replacement system 
in many of the cases used by Oracle.  
From now on, I wish Oracle would show the complete configuration they replaced and then tell us how much 
performance improved with the new hardware and software. Without knowledge of both the before and after 
configurations any performance comparison is invalid. 
 
Summary 
In this critical review of the Exadata X2-8 I have tried to provide a complete look at the various features and specification 
of the Exadata X2/X#-8 database machine. In the review I believe I have showed that if you meet a narrow criteria of 
database issues then the Exadata will give you the huge improvements in processing speed, compression and other things 
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that Oracle promises. However, for the majority of databases the Exadata, in almost all of its flavors, is over kill. In 
addition you need to make sure you understand both the initial and ongoing costs of the Exadata in all its incarnations.  
I have also shown a less expensive and more importantly, a database independent solution that provides similar if not 
superior performance for OLTP and many data warehouse/DSS/OLAP applications than the Exadata X2/X3-8. 
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Oracle Application Express 4.2 New Features 
Marc Sewtz, Senior Software Development Manager 

Oracle Corporation, New York 
 
Introduction 
Oracle Application Express, commonly referred to as APEX, is a robust rapid application development tool that has been 
included with the Oracle Database for more than 8 years. APEX gives developers the ability to create applications in 
minutes. Once development is complete, the applications are instantly available, allowing for a process of iterative 
development where developers work with business users to quickly create and refine applications to achieve business 
goals. 
The process of application creation with Oracle Application Express can take advantage of a wealth of wizards, which 
simplify and accelerate development. APEX applications can be extended to meet specific business needs with PL/SQL 
on the server side and JavaScript, HTML and CSS on the client side, so the range of functionality that can be implemented 
is virtually unlimited. APEX provides extremely high levels of productivity for creating standard applications and the 
ability to create sophisticated mission critical applications as well. With more than 250,000 APEX developers across the 
world there are thousands of APEX applications in production scaling to support large user communities and millions of 
page views a day for some individual applications. 
Oracle’s most recent release of Oracle Application Express 4.2 is known as the "mobile release".  With Oracle 
Application Express 4.2, APEX has evolved into a modern and productive mobile development platform. Using the same 
declarative wizards and development techniques APEX customers have been using for years, it is now possible to build 
applications that are optimized for mobile devices like smartphones and tablets. These applications can take advantage of 
device specific capabilities such as responding to touch events, orientation change, rendering form elements using the 
device’s native controls and displaying an appropriate keypad based on context, e.g. a numeric keypad for numbers, 
special characters for email address and URL and a phone dial pad for phone numbers. APEX 4.2 also introduces new 
region types, such as a mobile-specific list view, which provides drill down capabilities and advanced formatting options 
targeted at smaller screens. As an alternative to the built-in Flash charts, APEX 4.2 now provides HTML5 charting 
capabilities. 
In addition to the mobile development capabilities, APEX 4.2 has been enhanced to be the underlying infrastructure of the 
Oracle Cloud Database service and many enhancements were driven by the development of the Oracle Cloud, including 
tighter security, enhancements to the APEX Listener, RESTful Web Services and the inclusion of a suite of Business 
Productivity applications and sample applications. Rounding out this newest release of Oracle Application Express is a 
modernized user interface, several new themes, a new grid layout, enhanced data loading capabilities and support for 
partitioning of APEX runtime tables. 
 
Mobile 
When building mobile applications developers have a choice of building native mobile apps, which are specific to certain 
platforms or building mobile web apps, i.e. web applications that run within a mobile web browser, such as Safari on iOS 
or Chrome on Android. There are use cases when building native applications is beneficial and there are use cases when 
mobile web apps are a more suitable choice. Some of the benefits of using native apps are better performance and access 
to more device specific features and APIs, while mobile web apps have the advantage of having to be built only once, 
using standard, cross-platform HTML, CSS and JavaScript.  
For projects where the decision has been made to build a mobile web app, developers have to also consider whether to 
build responsive web pages, i.e. web pages that uses CSS and media queries to scale and re-arrange content to optimally 
fit the available screen size or to build separate desktop and mobile pages using mobile JavaScript frameworks such as 
jQuery Mobile. Using a mobile JavaScript framework provides easy access to many device specific features, such as APIs 
to respond to touch events, orientation change and the use of device specific native controls. Those types of frameworks 
allow for building more native-like user experiences and provide faster performance thanks to smaller file sizes. As a 
general rule of thumb, it makes sense to use responsive techniques to build Marketing-oriented and Content-oriented sites 
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while the use of dedicated mobile pages is typically better suited for productivity applications, data entry forms and 
monitoring tools. 
  

 
Figure 1: Desktop and Mobile User Interfaces 

 
Oracle Application Express 4.2 supports both: building pages using responsive design and developing dedicated mobile 
pages using jQuery Mobile. Sharing the same base libraries (jQuery and jQuery UI) that were already included with 
APEX in previous releases, including the jQuery Mobile library added only a minimal amount of additional code to 
download into the browser, and jQuery Mobile being almost entirely HTML5 driven made it very easy to build new 
themes and templates without having to add a large amounts of new custom JavaScript code. Applications in APEX 4.2 
can be built for Desktop, Mobile, or both. The user interface of a page determines what theme and set of templates is used 
when rendering a page.  
 
User Interfaces 
APEX renders pages by merging HTML templates with content from the Oracle database. Each page uses several 
different types of templates. Starting with the page template, region templates down to templates used for reports, labels 
and buttons. The templates that are associated with an application are organized as a user interface theme and APEX 
allows for switching from one theme to another, which essentially replaces all templates of the current theme with the 
templates of the new theme. In previous releases APEX would only allow one active theme for an application. With 
APEX 4.2 this has been extended to allow for multiple themes, with each theme associated with one user interface type. A 
user interface describes the target platform for a page. APEX 4.2 ships with built-in support for desktop user interfaces 
and mobile user interfaces. Thus each application can have up to two user interfaces, one for desktop and one for mobile. 
Each page of an application is associated with one user interface, so the templates available to be used on that page are 
limited to the templates of the corresponding user interface theme. 
User interfaces allow for having applications that have both mobile pages and desktop pages. This makes it possible to 
share common components, like authentication schemes, application items processes, access to session state, etc. across 
all pages. The user interface attributes define which user interface is to be used as the default user interface when the 
application is first loaded into the browser. Alternatively it is also possible to enable auto-detection, so that depending on 
the device used, the user is taken to the appropriate login and home pages - if defined. The user interface of an application 
can be selected by the developer in the create application wizard. Existing applications that have only one user interface 
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can be extended to include additional user interfaces. New user interfaces can be added on the application attributes page 
or the create theme wizard. When a new user interface is added, the developer first selects the user interface type and then 
selects a theme from a list of available themes for the user interface. Adding a user interface also creates a corresponding 
login page and a global page for content that is shared across all pages associated with the same user interface. 
 
Global Page 
Content that is defined on a global page, such as regions, items and buttons, is included on all pages that share a user 
interface with the global page. In previous versions of Application Express this global page was called page 0. With the 
support for multiple user interfaces, a single page 0 was no longer practical, so it is now possible to define one global page 
for each user interface. This global page can have any arbitrary page number, i.e. the page number does not necessarily 
have to be 0. 
 
Responsive Web Design 
Responsive Web Design is an approach to web design in which the designer strives to provide an optimal viewing 
experience across a wide range of devices, including different sized Desktop monitors, laptops, tablets and smart phones. 
Responsive web pages allow for easy reading and navigation with a minimum of resizing, panning and scrolling. 
Responsive Web Design uses CSS3 to define styles based on conditions such as screen size or resolution: 
@media screen and (min-width: 320px) and (max-width: 479px) {...} 
Using multiple CSS media queries allows to target “cut off points” and appropriately adjust UI for given screen size, e.g. 
Mobile Portrait, Mobile Landscape, Tablet Portrait, Tablet Landscape, etc. 
APEX 4.2 introduces grid layout as a declarative way to layout regions and items on a page. This makes it possible to do 
complex layouts without manual CSS overrides and media queries can then easily shift or reposition these components. 
The new APEX grid layout is compatible with popular grid frameworks such as twitter bootstrap, 960 gs, etc.  
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Figure 2: Responsive Web Design 

 
The new theme 25 is a fully responsive theme, it uses a custom flexible grid that is up to 2560px wide and includes 
support for Mobile, Tablet and Desktop. Theme 25 includes icon-based buttons, using one regular sprite and a high-res 
sprite for Retina displays. Using frameworks such as Modernizr and Respond.js ensures cross browser support and 
compatibility with older versions of Internet Explorer. 
 
HTML5 Charts 
APEX 4.2 introduces HTML5 charts. The cross-browser and cross-platform charting solution is intended for everybody 
who deals with creation of dashboard, reporting, analytics, statistical, financial or any other data visualization solutions. 
Based on an upgraded Anychart 6.0 charting engine, it is now possible to have several of the charts types that were 
available in earlier releases of APEX to be rendered in HTML5 rather than Adobe Flash, thus allowing those charts to be 
displayed on mobile devices that do not support Flash or no longer support Flash. When creating new charts, developers 
have a choice of creating the chart as Flash-preferred or HTML5-only. Flash-preferred charts are rendered as Flash charts 
when Flash is available and otherwise fall back to HTML5. HTML5-only charts are always rendered in HTML5 format. 
Existing charts can be upgraded to support Flash-preferred and HTML5. 
 
HTML5 Item Types 
APEX 4.2 adds new item types specifically for mobile and updates some existing items types with mobile specific 
enhancements. As with other jQuery Mobile and HTML5 components, there’s a fallback rendering built-in for devices 
that can’t display certain controls.  
• Select lists have been extended to show lists of values using the device’s native LOV control for LOV with up to 10 

values. LOVs with more than 10 values are rendered as popup dialogs 
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• A new HTML5 date picker allows users to edit date values using a native calendar control.  
• A slider control allows for setting a value based on moving a slider across a range of values 
• The Yes / No control is a touch-friendly alternative to checkboxes used to turn attributes on or off 
• Text fields now include a number of subtypes that prompt the mobile device to display a keyboard layout specific to 

the subtype, e.g. the email subtype includes “@” and “.” alongside the regular non-numeric characters on the 
keyboard, the URL subtype shows a “.com” instead and the phone subtype display a numeric phone keypad. 

 
RESTful Web Services 
REST, the commonly used name for a set of architectural principals officially known as Representational State Transfer, 
has become a standard for defining Web services on the Web, based in large part on its simplicity when compared with 
two other widely used architectures, SOAP and WSDL-based services. REST is widely used by a variety of Web service 
providers, including Google, Facebook and Yahoo, as the way to expose their own services. 
RESTful Web Services have three main characteristics: 
• The services use HTTP methods explicitly 
• The services are accessible through Uniform Resource Identifiers (URIs) and 
• The services are stateless 
 
Oracle Application Express 4.2 used with the APEX Listener allows access to data within a particular workspace through 
RESTful Web Services. The APEX SQL Workshop includes a RESTful Web Service wizard, which makes it easy to 
create RESTful Web Services for use by applications that reside outside an APEX instance. 
There are three levels of organization used for defining RESTful Web Services: 
• The RESTful Service Module is used to group Services and to implement some types of RESTful security. The 

definition of Modules is arbitrary and should be used to group Services, which will commonly be used together. All 
export and import of Services is done at the Module level. 

• A template is identified by a unique URI, which is comprised of portions also based on the Database Cloud Service 
and the Module. 

• A handler is based on a specific HTTP method, such as GET, POST, PUT or DELETE. Only one handler for each 
HTTP method for each template is available. 

 
When creating a RESTful Web Service, the key attribute of the Service is the Source Type. This Source Type indicates 
the way the code used to produce the values returned from a RESTful Web Service is defined. There are two basic 
categories of Source Types – SQL and PL/SQL, and a total of 5 distinct Source Types.   
• The Query, Query One Row, Feed and Media Resource Source Types use SQL to define the information returned for 

a RESTful Web Service call.   
• The PL/SQL Source Type allows the use of PL/SQL code to create and return data from a RESTful Web Service call. 

The PL/SQL within this Source Type is essentially an anonymous PL/SQL block. The PL/SQL Source Type can be 
used to implement SQL DML, extended logic or to format and return data in a specific way. 
 

An Oracle Database Cloud Service is based on a single schema, and all RESTful Web Services, which access data in  
this schema, are run as the owner of the schema. Without security limitations, all RESTful Web Services are public, which 
means that anyone who has the URL of the RESTful Web Service call can use the call. There are four ways access to 
RESTful Web Services can be limited: 
• Based on the origin of the RESTful Web Service, when accessing the Service from a browser  
• Based on the application using the RESTful Web Service  
• Based on the application and the identity of the user calling the RESTful Web Service  
• Based on logic implemented in the RESTful Web Service call itself
 
 
Any combination of these four approaches can be used in implementing security on RESTful Web Services, including 
using none of them for a public Web Service. 
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APEX Listener 2.0 
The Oracle Application Express architecture requires some form of Web server to proxy requests between a Web browser 
and the Oracle Application Express engine. In addition to Oracle HTTP Server/mod_plsql and the XDB HTTP protocol 
server/embedded PL/SQL gateway the Oracle APEX Listener can be used for this purpose. 
The Oracle APEX Listener 2.0 introduces the following enhancements over previous versions: 
• Added support for multiple database connections 
• Changed configuration file structure to support multiple databases 
• Added command line facility for configuring Oracle Application Express Listener 
• Moved storage of RESTful Services to the Oracle Application Express Schema 
• Design and creation of RESTful Services is now done using Oracle Application Express 
• Graphical administration of Oracle APEX Listener is now done using Oracle SQL Developer 
• RESTful Services are now protected via the OAuth2 Protocol 
 
Packaged Applications 
Oracle Application Express 4.2 includes a set of business productivity applications and sample applications, which can be 
installed with just a few clicks.  These applications are full production applications designed to provide real functionality, 
such as project management, shared calendars and shared checklist management. 
All of these applications can be configured to use APEX authentication, Oracle Single-Sign on or tap into the user identity 
pool for the Database Cloud Service, so users do not have to be defined and maintained for each individual application.  
All of these applications share the same privilege levels of administrator, developer and user, which grant differential 
access to functionality and features.  All of these applications can be installed or removed through the same simple 
administrative interface. 
All included applications can be unlocked so that developers can gain access to the underlying code. While unlocked 
packaged applications are no longer supported by Oracle, having access to the implementation details provides a great 
resource for learning about common best practices and UI patterns as well as APEX application and database design.  
 
Security 
Oracle Application Express 4.2 includes a number of security enhancements: 
• It is now possible - via the Instance Administration - to require all outbound requests to be over HTTPS, this includes 

regions of type URL and Web Service requests 
• Outbound HTTP(s) requests can now also be required to use an instance-wide proxy 
• Enhanced input validation allows declarative control over which character can be entered into session state. For page 

items it is now possible to define a list of restricted characters, either by picking the white-list option, allowing a-Z, 0-
9 and whitespace or by picking one of the black-list options, preventing different sets of special characters from being 
submitted into session state. 

• Log switch allows for configuring different levels of log data retention. The access log, activity log, debug messages 
and the external click count log can now each be configured with their own number of days until a log switch occurs.  

 
Functional Improvements 
In addition to the new features and enhancements discussed above, Oracle Application Express 4.2 includes numerous 
smaller features and feature enhancements, including: 
• Supported method to partition APEX runtime tables (session data, activity logs and indexes) 
• Read-only attribute for Pages and Regions 
• Interactive Report and Websheet enhancements 
• New CKEditor, jQuery and AnyGantt charts versions 
• Item limit per page raised to 200 
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• Publish Translations from command-line   
 
Oracle Database Cloud 
Oracle Application Express is available as part of the Oracle Database and as a stand-alone download on the Oracle 
Technology Network. As an alternative to on-premise installations, Oracle Application Express is also available as a 
hosted service as part of the Oracle Cloud. The Oracle Database Cloud Service provides the robustness and power of the 
Oracle Database in the Cloud. With the Oracle Database Cloud Service, customers get the Oracle Database, RESTful Web 
Service based access to their data, Oracle Application Express and a platform for deploying packaged business 
applications, complete with integrated security and database access. 
  

 
Figure 3: Oracle Database Cloud Service 

 
The Oracle Database Cloud Service enables businesses to reap all the benefits of Platform as a Service including 
subscription-based, self-service access to reliable, scalable, and elastic cloud environments. Businesses can move 
applications and data seamlessly from the Oracle Cloud to other clouds or on-premise. 
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How to Migrate to Oracle 11g with Minimal Downtime 
Tom Chu, Product Manager, Dell Inc. 

 
Introduction 
In these tough economic times, organizations are trying to lower costs in all of their business operations. One key method 
for cutting IT costs is migration: migration to hardware that is less expensive to purchase and operate; migration to less 
costly operating systems; and migration away from older versions of Oracle that may require expensive extended-support 
contracts.  
This paper provides an overview of the types of migrations and their challenges, and describes the established best 
practices for ensuring success. It also provides details on a proven process for upgrading to Oracle11g that minimizes 
downtime and the risk of failure by using a data replication solution such as SharePlex® for Oracle.  
 
About Migrations 
 
Types of Migrations and Their Benefits  
Organizations can choose from among several different kinds of migrations, depending on their needs:  
 
Hardware Migrations  
Many organizations with large Unix servers are looking to reduce operating costs, such as power, cooling, hardware and 
space requirements. These organizations often choose to migrate to newer, lower-cost hardware, such as servers or disk 
arrays, that are faster and more reliable than their old systems, or that can be configured as a RAC environment for the 
same or lower cost. Another option is to migrate to a virtualized environment and run more VM servers on fewer large 
machines.  
 
Operating System Migrations  
Organizations are also reducing operating costs by moving applications onto less expensive operating systems, such as 
Linux. Operating system migrations can also be necessitated by a move to a virtualized environment. In addition to saving 
money, operating system migrations can offer valuable flexibility, such as the ability to allocate more memory to 
particular Oracle instances.  
 
Oracle Migrations  
A number of organizations are still running older versions of Oracle that either require extended support contracts or are 
no longer supported. Migrating to a current version of Oracle can reduce support costs and ensure the benefits of running 
a supported version. In addition, you can avoid spending capital on an extended support contract.  
Organizations are also moving to Oracle Standard Edition in place of Enterprise Edition on less critical database servers to 
lower operating costs. Standard Edition is not as feature rich as Enterprise Edition, but it offers the same level of 
reliability and robustness at up to 40 percent less cost. It can run many departmental applications with small to mid-size 
workloads. Standard Edition is also used for reporting databases, small data repositories, testing applications and web-
based 2.0 applications. 
 
Challenges of Migrations  
The key challenges of migrations relate to their potential to disrupt the business. Therefore, two important tasks are to 
minimize user downtime and establish a sound recovery plan.  
 
Minimizing Downtime  
Before the era of 24x7 operations, upgrades were scheduled for the weekend. Users would log off early Friday afternoon, 
IT staff would perform a complete backup, and then the upgrade would start. The main goal was to make sure the systems 
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were operational Monday morning—either because the upgrade was successful or because the backup from Friday 
afternoon had been restored before users arrived on Monday morning.  
Today, being offline for an hour, much less a whole weekend, is completely unacceptable, especially for environments 
such as e-commerce, where a major portion of the week’s revenue is generated on weekends. Therefore, every step of the 
upgrade process must be fine-tuned to minimize downtime for the end user. Is a cold backup necessary? Can we just make 
a disk copy of the database? Do we have the additional space needed for the migration? Do we have the best recovery 
technique?  
Some risks can be anticipated and minimized. For instance, an upgrade requires more disk space and memory than is used 
in day-to-day operations. If the system doesn’t have these extra resources available, the upgrade could easily fail. Other 
failures can be the result of unexpected problems, such as media failure, a bad backup or a power outage. Some of those 
risks can be reduced by checking the validity of a backup, which takes a few minutes but is well worth the investment. 
Imagine needing to revert to the backup and finding that your fallback position is flawed!  
 
Planning for Recovery  
Another significant migration challenge is adequately testing applications after migration to avoid the need for rolling 
back to the pre-migration environment. Ideally, you want to thoroughly test your applications after the migration before 
making them available to your user community, but this is seldom possible due to the pressures to get the system back 
online as fast as possible. What happens if the application does not perform as well on the new version of Oracle or the 
new OS with a full production workload? Even worse, what if the migration works flawlessly and your users work with 
the application for a couple of days, but then some part of the application does not work correctly? You must find a way 
to recover back to the old version of Oracle or the old OS where everything was working, without losing the transactions 
from the last few days.  
 
Best Practices for Migrations 
Following the best practices outlined below can help ensure the success of your hardware, operating system, or Oracle 
migration by minimizing the risks of downtime and need for rollback. 
  
Plan Carefully  
There are risks inherent in any migration, including media failures, power outages or running out of time, memory or disk 
space. Proper planning can help mitigate these risks.  
Be sure to test as many steps of your migration process as you can—and to test multiple times. Document the process 
carefully to minimize the risk of human error: instead of having to remember various details, you can simply follow your 
written plan.  
 
Consider Using Export/Import to Restructure Data  
If you are migrating to a new operating system, the only way to move your data to the new OS is by executing an 
export/import; you cannot simply back up the database and recover to the new server because of file format 
incompatibilities. But even migrations that do not require export/import can often benefit from it. Export/import enables 
you to restructure all of the data in your database and clean up any fragmentation. Laying out a database differently can 
relieve I/O hot spots or enable you to spread out the data into separate tablespaces. However, be aware that with large 
databases, the export/import process can take a long time.  
 
Disable Triggers and Cascade Delete Constraints  
In any migration, when using a replication technology such as Shareplex for Oracle, be sure to disable triggers and 
cascade delete constraints on the new instance until it is time to go live in that environment. Otherwise, if the triggers and 
constraints were to manipulate data in the old environment, those data changes will be replicated via Shareplex to the new 
instance. If the triggers or cascade delete constraints are enabled on the target, they will execute again and cause out-of-
sync conditions. 
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Import into a New Database Shell  
To take advantage of some of the features of recent Oracle versions, you need to import into a new database shell rather 
than use the database upgrade script. For example, version 9i included the ability to change the block size of tablespaces, 
which is achieved by recreating the tablespaces. If you did not take advantage of these new features when you migrated to 
9i, or your application did not support them, be sure to import into a new database shell so you can build the tablespaces 
you need to use this functionality.  
 
Plan Your Rollback Strategy  
Be sure to plan a rollback strategy in case something does not work correctly in the migration. If you are performing an 
OS upgrade or Oracle migration to a new server, you can usually recover your backup of the original database to the new 
server. In the case of an OS upgrade, you don’t need to do anything else. In the case of an Oracle upgrade, you also need 
to go through the Oracle upgrade process after the recovery is complete. A safe failback option is to have a replication 
solution such as SharePlex for Oracle. With SharePlex, you can replicate from the new version of Oracle back to the older 
version. This safeguards your data if your application does not work correctly after migration, regardless of how much 
work your users have done since the migration. You can failback to the older version with no loss of user data.  
 
Consider Investing in a Log-based Replication Solution  
A log-based replication solution, such as SharePlex for Oracle, will help minimize downtime and therefore also decrease 
the impact of the migration on your business. With such a solution, you can manage the migration process behind the 
scenes, and you’ll never have to take your users offline except for a short period when you switch them over to the new 
database.  
 
Why Upgrade Oracle – What are the Improvements with Oracle 11G?  
Oracle version 11g offers new features and enhancements that can make upgrading worthwhile.  
 
Improvements in Oracle 11gR2 
Some of the features in Oracle’s newest release include: 
• Column-level data storage for Exadata. This is a new data storage model with row storage replaced by column-level 

data storage. These column-oriented databases can use compression algorithms to detect patterns in the columns and 
achieve very high rates of data compression. This packs more data onto each data block, making data warehouse 
queries run even faster. 

• Oracle flash cache is for systems not already running an SSD back end and resembles the assignment of high-use 
objects to the KEEP pool. It is designed exclusively for flash, solid-state RAM memory, which is now up to 600 times 
faster than platter disks. 

• Oracle Omotion is a new online migration utility that is used to facilitate instance relocation in cases involving server 
failure. This uses far less resources than Data Guard (which requires a standby server) and Streams. With instance 
relocation, a single standby server could serve hundreds of instances. 

• RAC One Node is multiple instances of RAC running on a single node in a cluster. It has a fast “instance relocation” 
feature for cases of catastrophic server failure. 

 
Improvements in Oracle 11gR1  
Oracle's 11gR1 release provides improvements in many areas, including the following:  
• Oracle Real Application Testing enables customers to stress test their applications before deployment into production, 

thereby reducing risk and ensuring a smooth deployment  
• Server and client-side caching improves repeatable statements  
• A native compiler for SQL and Java greatly enhances the speed of processing of these objects  
• Optimizer statistics gathering is faster and more accurate  
• Automatic Performance Diagnostics and Monitoring liberates DBAs from manual tasks  
• Improvements in application tuning eliminate the need for manual tuning  
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The Oracle Migration Process  
 
Overview 
You can help ensure a successful upgrade and minimal interruption to production by using the right process and taking 
advantage of data replication technology. 
  

 
 
The procedure we recommend for migrating from older versions of Oracle to 11g involves the following steps. We will 
use Oracle 9i in our example, but this can apply for any older Oracle version:  
1. Create a target instance (v 11g)  
2. Set up replication from source (v 9i) to target (v 11g)  
3. Upgrade the target instance  
4. Resume replication from source to target  
5. Test the target instance thoroughly  
6. Set up replication from target to source  
7. Switch users to the target (use the source instance as a fallback if necessary)  
8. Upgrade the source instance in minutes  
 
Step 1. Create a Target Instance (v 11g)  
The first step is to make a copy of the production database on which to practice and test the upgrade. This can be 
accomplished in many ways, but the easiest method is to use disk mirroring: split the mirrors and begin replication. Mount 
the copy on the same mountpoint on another system, and open the instance. After the instance completes its recovery, 
replication can be started on this system, allowing the transactions that have queued since replication was initiated to post 
to the target instance. 
  
Step 2. Set up Replication from Source (v 9i) to Target (v 11g)  
Once you have the target system established via Disk Mirroring, you will need to setup the data replication between 
source and target so they can continuously replicate production data. Some of the tests to be performed after the update 
require replication of production activity so you can have genuine production volumes and varieties of transactions going 
through your target instance. Therefore, the next step is to initiate the data replication. Make sure that you are replicating 
all of the production tables and sequences so your tests will be complete.  
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If you are using a log-based replication product, such as SharePlex for Oracle, be certain to disable triggers on the target 
instance. Triggers should not modify the target data, since the results of their actions on the production system were 
recorded in the redo logs and already replicated.  
 
Step 3. Upgrade the Target Instance  
Once you have replication running, you are ready to perform the upgrade on the target instance. To do so, suspend updates 
to the target instance and allow the replication product to queue its records of the production activity. Perform the upgrade 
per Oracle’s instructions.  
 
Step 4. Resume Replication from Source to Target  
When you are finished with the upgrade of the target instance, resume replication, allowing the queued transactions to be 
applied to your new Oracle 11g instance.  
 
Step 5. Thoroughly Test the Target Instance  
 
Step 5a. Perform Preliminary Checks  
Replicating production activity is a great start toward testing your newly upgraded instance, because it includes a volume 
and variety of transactions that would take hours of development work to duplicate. Use replication for at least two days 
as the only form of a test against the instance. Next, begin running read-only tests, checking your reports and queries for 
Oracle 11g compatibility.  
 
Step 5b. Implement Desired Oracle 11g Features  
Implement the features that influenced your decision to upgrade to Oracle 11g.  
 
Step 5c. Test Updating Applications on Oracle 11g  
This is undoubtedly the largest part of the task—verifying that all applications, packaged and custom, are compatible with 
the new database. It consists of multiple steps:  
• Plan the Tests  

First, make a list of all the applications you will test. You may want to organize the list by importance or complexity. 
(You also may need to organize some of the applications to respect their interdependencies.) The order of your list is 
not as important as its completeness. Having a list that you can update with the date, time and results is important, 
because you may forget which applications you actually tested. Be sure to include special periodic applications, such 
as month-end, quarter-end and year-end processes.  

• Run a Test  
To test an application that updates the data in your target instance, first stop the replication update process. Next, start 
a development diagnostic tool so you can determine which tables and sequences are affected by the application. Then 
run the test and check its results.  

• Reset the Test Environment after Each Test  
Your options for resetting your target instance depend on the technologies available to the project and the extent of 
changes made by your tests. If the application you tested made a few changes to some large tables, a quick method to 
re-sync them is to use DataEquator, a compare-and-repair utility provided with SharePlex for Oracle. It compares the 
data within pairs of tables and builds a script to make the second table in each pair match the first. You can run the 
script when you are ready to reset the target instance. Another option is to simply store the target database to tape 
prior to the test, and restore it afterward (if the changes were massive and the tables have extensive chaining). You 
also could use the flashback mechanism in Oracle to roll back the tests.  
Another option is to re-sync from the production system. To do this, you need a list of all the schema changes you’ve 
made on the target instance, both from the upgrade itself and from the Oracle 11g features you implemented. Toad® 
for Oracle can facilitate this process by comparing schemas on the two systems and creating a script of deltas. (You 
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won’t run the script on the production system, but you will run it on a copy of the production system.) With that script 
prepared, you can repeat the process you performed to create the target instance: break the mirrors on the production 
system, move the copy to the target system, mount it on the same mountpoint, and open the instance. Next, reconcile 
the image created using the mirroring technique with the transactions contained in the replication queues, eliminating 
transactions already reflected in the image created through mirroring. Finally, run the script to apply the schema 
changes, and voila! You have built a fresh, consistent image of production data on your Oracle 11g target instance.  

 
When you have completed your test cycles, re-sync the target instance with the production instance once more.  
 
Step 6. Set up Replication from Target to Source  
Next, set up replication in the opposite direction—from Oracle 11g to Oracle 9i. Be careful to avoid setting up a never-
ending loop for any transaction. The default mode of SharePlex for Oracle disables such looping of replication. If you are 
using another replication product, verify that it will not replicate from one system to the other and back again, endlessly.  
 
Step 7. Switch Users to the Target Instance (v 11g)  
When production is least active, quiesce the production system and flush all transactions to the Oracle 11g instance. With 
all of those transactions posted, you can allow your users to begin working on the new Oracle 11g system.  
 
Use the Source Instance as a Fallback  
There’s nothing like having users on a new version of software and the database to help you identify things missed during 
testing. All issues should be minor. However, if a major issue does arise at a critical time, you have a fallback plan in 
place: since you are now replicating from Oracle 11g to Oracle 9i, you have the option of redirecting your users to the 
source 9i system, which is now serving as a backup. The backup system has all of the users’ work on an Oracle 9i 
instance, where your applications ran successfully in the past. If a critical application hits a significant snag with Oracle 
11g, you can switch the users back to Oracle 9i and continue business. Your IT staff can then determine what needs to be 
modified to make the application fully compatible with Oracle 11g, fix it, and prepare to switch the users to Oracle 11g 
again.  
 
Step 8. Upgrade the Source 9i System in Minutes  
Once your production environment has run successfully with the Oracle 11g database and applications long enough to 
give you confidence in the new version, you will want to upgrade your backup system to Oracle 11g. This process is faster 
and easier than the original upgrade because you have the data and the applications ready. You simply need to make a 
copy of them for the other system.  
Basically, you’ll repeat the process you performed when you created the test instance, but in reverse. Split the mirrors on 
the Oracle 11g instance’s system, move the copy to the backup system, mount it at the same mountpoint, and open the 
instance. Then tell the replication process to perform its reconciliation so that it eliminates transactions from its queues 
represented in the instance created via the mirroring solution, and then resume active replication.  
Before shifting the users to the original production system (which has been serving as the backup), set up replication in 
the opposite direction (source to target). This will prepare you to resume normal operations. Then, when you’re ready, you 
simply quiesce the production system (the target instance), flush the transactions to the backup system (the source), and 
redirect the users.  
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With replication in place, you can use that secondary instance for day-to-day reports, queries or high availability needs 
maximizing your primary system’s OLTP performance and availability. And you can perform routine maintenance on the 
production system without interrupting production activity, because that activity can continue on the alternate system.  
 
Conclusion  
By following established best practices for migrations and using the process outlined here for upgrading from older 
versions of Oracle to 11g, you can minimize downtime and the risk of upgrade failure. In particular, investing in a data 
replication solution such as Shareplex for Oracle can minimize the downtime required for the migration, helping you meet 
SLAs for application downtime and reducing IT costs in the process. Shareplex enables you to manage the movement of 
data to the new environment while your application is still up and running, so the migration will be seamless to your end 
users. 
In fact, customers using the approach outlined in this paper have reduced their downtime by an average of 94 percent: the 
interruption to production users is limited to the time required to switch them from one system to the other and times of 
replication activation. This approach also minimizes risk, because the upgrade isn’t performed directly on the production 
system and users are not switched until the upgrade has been thoroughly tested and deemed successful.  
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Partitioning: What, When, Why and How 
Arup Nanda, Starwood Hotels 

 
Introduction 
Partitioning is nothing new in Oracle Databases. There has been scores of books, articles, presentations, training sessions 
and even pages in Oracle manuals on the partitioning feature. While being serious sources of information, most of the 
texts seem to highlight the usage aspect of the feature, such as what type of partitioning, how to create a partitioned table 
or index and so on. The success of partitioning lies in the design phase. Unless you understand why to use a certain type 
of partitioning, you may not be able to articulate an effective strategy. Unfortunately this falls in the gray area between 
modeling and DBA, an area probably seldom visited and often neglected.  
In this article, you will learn how to use partitioning to address common business problems, understand what is needed to 
in the design process, how to choose a specific type of partitioning along with what parameters affect your design and so 
on. It is assumed that you already know the concepts of partitioning and can get the syntax from manuals. After reading 
this, you will be able to address these questions: 
• When to use partitioning features 
• Why partition something, to overcome what challenges  
• What type of partitioning scheme to choose 
• How to choose a partition key 
• Caveats and traps to watch out for 
 
Learning is somewhat easier when illustrated with a real life scenario. At the end of the article, you will learn how these 
design decisions are made with a complete case study. 
 
When 
The partitioning skills require a mixture of Modeling and DBA skills. Usually you decide on partitioning right after 
logical design (in the domain of the Modelers) and just before  physical design (in the domain of the DBAs). However, 
this is an iterative process. Be prepared to go back and change the logical design if needed to accommodate a better 
partitioning strategy. You will see how this is used in the case study. 
A question I get all the time is what types of tables are to be considered for partitioning, or some variant of that theme. 
The answer is in almost all the cases for large tables. For small tables, the answer depends. If you plan to take advantage 
of partition-wise joins, then small tables will benefit too. 
 
Why Partition? 
The very basic question is ridiculously simple – why even bother partitioning a table? Traditionally these two have been 
the convincing reasons: 
 
Easier Administration 
Smaller chunks are more manageable than a whole table. For instance, you can rebuild indexes partition-by-partition, or 
move tables to a different tablespaces one partition at a time. Some rare usage includes data updates. When you update the 
entire table, you do not need counters to keep track of how many rows were updated to commit frequently. You just 
update one partition at a time. 
 
Performance 
This competes with the ease of administration as a top reason. When you perform full table scans, you are actually 
performing full partition scans. When you join two tables, Oracle can automatically detect the data values being on one 
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partition and choose to join the rows in different partitions of several tables – a fature called partition-wise join. This 
enhances the performance queries significantly.  
Other lesser know performance enhancing features come from reduced latching. Partitioning makes several segments out 
of a single table. When the table is accessed, the segments could potentially be on multiple cache buffer chains, making 
fewer demands on the latch allocation. 
 
Hot Indexes 
Consider an index on some sort of sequential number – a monotonically increasing number. Since the numbers are added 
incrementally, a handful of leaf blocks may experience contention, making the index hot. Over period of time, the hot 
portion moves to a different part of the index. To prevent this from happening, one option is to create a hash partitioned 
index. Note, the table may or may not be partitioned; but the index could be – that’s the beauty of hash partitioned index, 
introduced in Oracle 10g R2. 
Here is an example of how it is created on a table called RES. 
  
create index IN_RES_01 
on RES (RES_ID) 
global 
partition by hash (RES_ID) 
partitions 8 
 
In this example the table RES is un-partitioned; while index is partitioned. Also, note the use of the clause “global”. But 
this table is not partitioned; so global shouldn’t apply to the index. Actually, it does. The global clause can also be used on 
partitioned indexes which are on unpartitioned tables. 
This creates multiple segments for the same index, forcing index blocks to be spread on many branches and therefore 
reducing the concentration of access on a single area of the index, reducing cache buffer chain related waits. 
Since the index is now partitioned, it can be rebuilt partition-by-partition: 
 
alter index IN_RES_01 rebuild partition <PartName>; 
 
It can be moved to a different tablespace, renamed and so on, as you can with a regularly partitioned index. 
 
More Important Causes 
The previous two causes, while important, are not the only ones to be considered in designing partitioning. You have to 
consider more important causes. 
 
Data Purging 
Purging data is a common activity in pretty much any database. Traditional methods of purge rely on deleting rows, using 
the DELETE command. Of course, TRUNCATE command can be used to delete the whole table; but purge is hardly ever 
for the entire table. DELETEs are very expensive operations; they generate a large amount of REDO and UNDO data. To 
prevent running out of undo space, you may resort to frequent commits, which stress the I/O subsystem since it forces a 
log buffer flush.  
On the other hand, partition drops are practically free. All you have to do is to issue an ALTER TABLE TableName DROP 
PARTITION P1 and the partition is gone – with minimal undo and redo. The local indexes need not be rebuilt after the 
drop; but global indexes will need to be. From Oracle 9i onwards, you can use UPDATE GLOBAL INDEXES clause to 
automatically update the global indexes during partition drop. 
 
Archival 
A part of the purge process may be archival. Before dropping the data, you may want to store the data somewhere else. 
For instance, you are deleting some sales data for April 2008; but you want to move them to a different table for future 
analysis. The usual approach is issuing insert into archival table select * from main table statement. 
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However,  INSERT is expensive – it generates a lot of undo and redo. You can reduce it somewhat by using the /*+ 
APPEND */ but you can’t avoid the massive selection from the table. 
This is where the power of partition exchange comes in. All you do is to convert the partition to a standalone table. In line 
with the example shown above, you will need to create an empty table called TEMP – the same structure as the SALES 
table; but not partitioned. Create all the indexes as well. After the creation, issue the following: 
 
ALTER TABLE SALES EXCHANGE PARTITION MAR12 WITH TABLE TEMP INCLUDING INDEXES 

 
This makes the data in the former partition available in TEMP and the partition empty. At this time, you can drop the 
partition MAR12. The table TEMP can be exchanged with the partition MAR12 of an archival table; or just renamed. 
During partition exchange, local indexes need not be rebuilt. Global indexes will need to be rebuilt; but can be 
automatically maintained if the UPDATE GLOBAL INDEXES clause is given. This is the fastest, least expensive and the 
preferred approach for archival. 
 
Materialized Views Refreshes 
You should already be familiar with Materialized Views, which are results of queries stored as segments, just like tables. 
The MV stores the data; not maintain it. So, it needs to be refreshed from time to time to make the data current. 
Traditionally, the approach to refresh the MV is calling the procedure REFRESH in the DBMS_MVIEW package. 
There is nothing wrong with the approach; but it locks the entire MV until the refresh is complete. Also, the data is 
inserted using INSERT /*+ APPEND */ statement, which stresses the I/O subsystem.  
Another approach is possible if the MV is partitioned properly. If done right, only a few partitions of the MV will need to 
be refreshed, not all. For instance, suppose you have an MV for Sales data partitioned monthly. Most likely the partition 
for a previous period is not going to change if you refresh it, as the base table data won’t have changed. Most likely only 
the last month’s partition needs to be refreshed. However, instead of refreshing, you can use the Partition Exchange trick. 
Fist you create a temp table structurally identical to the MV but not partitioned, along with indexes, etc. You populate this 
temp table with the data from base tables. Once done, you can issue 
 
alter table MV1 exchange partition MAR12 with table temp update all indexes 
 
which updates the data dictionary to show the new data. The most time consuming process is building the temp table, but 
during the whole time the MV remains available. 
 
Backup Efficiency 
When a tablespace is made read-only, it does not change and therefore needs only one backup. RMAN can skip it in 
backup if instructed so. It is particularly useful in DW databases which are quite large and data is mostly read only. 
Skipping tablespaces in backup reduces CPU cycles and disk space. 
A tablespace can be read only when all partitions in them can be considered unchangeable. Partitioning allows you to 
declare something read only. When that requirement is satisfied, you can make the tablespace read only by issuing 
 
alter tablespace Y08M09 read only; 
 
Data Transfer 
When you move data from one database to the other, what are the normal approaches? The traditional approach is issuing 
the statement insert into target select * from source@dblink or something similar. This approach, while works 
is fraught with problems. First, it generates redo and undo (which can be reduced by the APPEND hint). Next, a lot of 
data is transferred across the network. If you are moving the data from the entire tablespace, you can use the 
Transportable Tablespace approach. First, make the tablespace read only. Then copy the datafile to the new server. Finally 
"Plug in" the file as a new tablespace into the target database. You can do this even when the platforms of the databases 
are different, as well. 
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For a complete discussion and approach, refer to my Oracle Magazine article 
http://www.oracle.com/technology/oramag/oracle/04-sep/o54data.html. 
 
Information Lifecycle Management 
When data is accessed less frequently, that can be moved to a slower and cheaper storage, e.g. on EMC platforms from 
DMX to Clariion or SATA. You can do this in two different ways: 
 
(A) Partition Move 
First, create a tablespace called, say, ARC_TS on cheaper disks. Once created, move the partition to that tablespace using 
ALTER TABLE TableName MOVE PARTITION Y07M08 TABLESPACE ARC_TS. During this process, the users can 
select from the partition; but not update it. 
 
(B) ASM Approach 
While the tablespace approach is the easiest, it may not work in some cases where you can’t afford to have a downtime for 
updates. If your datafiles are on ASM, you may employ another approach: 
 
ALTER DISKGROUP  
DROP DISK CostlyDisk 
ADD DISK CheapDisk; 
 
This operation is completely online; the updates can continue when this is going on. The performance is somewhat 
impacted due to the rebalance operation; but that may be tolerable if the asm_power_limit is set to a very low value such 
as 1. 
 
How to Decide 
Now that you learned what normal operations are possible and enhanced through partitioning, you should choose the 
feature that is important to you. This is the most important part of the process – understand the objectives clearly. Since 
there are multiple objectives, list them in the order of importance. Here is an example: 
• Data Purging 
• Data Archival 
• Performance 
• Improving Backups 
• Data Movement 
• Materialized View Refreshes 
• Ease of Administration 
• Information Lifecycle Management 
 
Now that you assigned priorities, you choose the partitioning approach that allows you to accomplish the maximum 
number of objectives. In the process of design, you might find that some objectives run counter to the others. In that case, 
choose the design that satisfies the higher priority objective, or more number of objectives. 
 
Case Study 
To help understand this design process, let’s see how decisions are made in real life scenarios. Our story unfolds in a 
fictitious large hotel company. Please note, the company is entirely fictional; any resemblance to real or perceived entities 
is purely coincidental. 
 
Background 
Guests make reservations for hotel rooms, for one or more number of nights. These reservations are always made for 
future dates, obviously. When guests check out of the hotel, another table CHECKOUTS is populated with details. When 
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guests buy something or spend money such as order room service or buy a movie, records are created in a table called 
TRANSACTIONS. There is a concept of a folio. A folio is like a file folder for a guest and all the information on the 
guests stay goes in there. When a guest checks in, a record gets created in the FOLIOS table. This record gets updated 
when the guest checks out. 
 
Partition Type 
To understand the design process, let’s eavesdrop on the conversation between the DBA and the Data Modeler. Here is a 
summarized transcript of questions asked by the DBA and answered by the Modeler. 
 
Q: How will the tables be purged? 
A: Reservations are deleted 3 months after they are past. They are not deleted when cancelled. 
Checkouts are deleted after 18 months. 
 
Based on the above answer, the DBA takes the preliminary decision. Since the deletion strategy is based on time, Range 
Partitioning is the choice with one partition per month. 
 
Partition Column 
Since deletion is based on RES_DT and CK_DT, those columns were chosen as partitioning key for the respective tables.  
 
create table reservations (…) 
partition by range (res_dt) ( 
   partition Y08M02 values less than (to_date('2008-03-01','yyyy-mm-dd')), 
   partition PMAX values less than (MAXVALUE) 
) 
 
Here we have chosen a default partition PMAX to hold rows that go beyond the boundary of the maximum value. 
 
Access Patterns 
Next, we want to know more about how the partitions are going to be accessed. The DBA’s question and Modeler’s 
answer continues. 
 
Q: Will checkout records within last 18 months be 
uniformly accessed? 
A: No. Data within the most recent 3 months is heavily 
accessed; 4-9 months is lightly accessed; 9+ months is 
rarely accessed. 
 
Based on the above response, we decide to use Information 
Lifecycle Management to save storage cost. Essentially, we 
plan to somehow place the most recent 3 months data on 
highest speed disks and so on. 
 
Access Types 
To achieve the objectives of the backup efficiency, we 
need to know if we can make the tablespace read only.  
 
Q: Is it possible that data in past months can change in CHECKOUTS? 
A: Yes, to make adjustments. 
Q: How likely that it will change? 
A: Infrequent; but it does happen usually within 3 months. 3+ months: very rare. 

Figure 4 Design: 1st Pass 
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Q: How about Reservations? 
A: They can change any time for the future; but they don’t change for past records. 
 
This is a little tricky for us. Essentially, none of the records of CHECKOUTS can be made read-only, we can’t make the 
tablespace read only as well. This affects the Information Lifecycle Management decision as well. So, we put on our 
negotiator hat. We ask the question: what if we make it read only and if needed we will make it read write? But the 
application must be tolerant to the error as a result of being read-only. 
After a few rounds of discussions, we decided on a common ground – we will keep last three months of data read write; 
but make everything else read only. If needed, we can make it read write, but with a DBA’s intervention. This decision 
not only improves the backup, but helps the ILM objective as well. 
 
Design: 1st Pass 
Now that we got all the answers, we get down to the 
design. Fig 1 shows the first pass of our design of the 
tables. The Primary Keys are shown by key icons, foreign 
keys by FK and partitioning keys are shown by the Part 
icon before the column name. The portioning keys are 
placed based on our initial design. 
 
Design: 2nd Pass 
 

 
Figure 5 Design: 3rd Pass 

The first pass assumes we partition month-wise. There is a 
huge problem. The TRANSACTIONS table, which has a 
many-to-one relationship with FOLIOS table, has a different 
partitioning key – TRANS_DT – than its parent – 
FOLIO_DT. There is no FOLIO_DT column in the child 
table. So, when you join the table, which happens all the 
time, you can’t really take advantage of partition-wise joins. 
So, what can you do? 
The easiest thing to do is to add a column called FOLIO_DT 
in the TRANSACTION table. Note, this completely goes 
against the principles of normalization – recording data at 
only one place. But this is an example of where puritan 
design has to meet the reality head on and you have to make 

decisions beyond text book definitions of modeling. Fig 2 shows the modified design after the second pass. 
 
Design: 3rd Pass 
This solved the partition-wise join problem; but not others. Purge on CHECKOUTS, FOLIOS and TRANSACTIONS is 
based on CK_DT, not FOLIO_DT. FOLIO_DT is the date of creation of the record; CK_DT is updated at checkout. The 
difference could be months; so, purging can't be done on FOLIO_DT. We violated our first priority objective – data 
purge. 
So, we come up with a solution: make CK_DT the Partitioning Key, since that will be used to purge. This brought up 
another problem – the column CK_DT is not present in all the tables. Well, we have a solution as well: add CK_DT to 
other tables. Again, you saw how we tweaked the model to accomplish our partitioning objectives. After adding the 
column, we made that column the partitioning key. Fig 3 shows the design after the third pass of the design process. 

Figure 6 Design: 2nd Pass 
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This was a key development in the design. Since the column CK_DT was on all the tables except RESERVATIONS, we 
can purge the tables in exactly same way. 
 
Design: 4th Pass 
While we solved the purging issue, we discovered some more issues as a result of the tweaked design.  
 
(1) The records of the table FOLIOS are created at check-in but the column CK_DT is updated at check-out. Since the 
column value could change, the record in FOLIOS may move to a different partition as a result of the update. 
 
 (2) The column CK_DT will not be known at check-in; so the value will be NULL. This will make it go to the PMAX 
partition. Later when the record is updated, the record will move to the correct partition.  
 
The second problem is hard to ignore. It implies that all the records of the tables will always move, since the guests will 
checkout some day and the updates to the column will force row migration. The first problem is manifestation of the 
second; so if we solve the second, the first will automatically disappear. 
So, we made a decision to make CK_DT NOT NULL; instead it is set to tentative date. Since we know how many nights 
the guest will stay, we can calculate the tentative checkout date and we will populate that value in the CK_DT. Again, we 
made a step against puritanical design principles in favor of real life solutions. 
Our list of problems still has some entries. The TRANSACTIONS table may potentially have many rows; so updating 
CK_DT may impact negatively. Also, updating the CK_DT later may move a lot of rows across partitions; affecting 
performance even more. So, it may not be a good idea to introduce CK_DT in the TRANSACTION table. 
So, we made a decision to undo the decision we earlier; we removed CK_DT from TRANSACTIONS. Rather we 
partition on the TRANS_DT, as we decided earlier. For purging, we did some thinking. The TRANS_DT column value 
will always be less than or equal to the CK_DT, since there will be no transactions after the guest checks out. So, even 
though the the partitioning columns are different, we can safely say that when a partition is ready for dropping in 
FOLIOS, it will be ready in TRANSACTIONS as well. This works out well for us. This also leaves no room for row 
migrations across partitions. Fig 4 shows the design after the 4th pass. 
 

 
Figure 7 Design: 4th Pass 

Scenario Analysis 
One of the most important aspects of designing, including partitioning is thinking of several scenarios and how the design 
will hold up on each. Here we see different scenarios. The icons convey different meanings. I means a new row was 
created, U means the row was updated and M means the row was migrated to a different partition. 
 
Scenario #1 
Guest makes a reservation on Aug 31st for Sep 30th for one night, so checking out tentatively on Oct 1st. Every table has 
an update date column (UPD_DT) that shows the date of update. He actually checks out on Oct 2nd. 
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Records Created: 
Table        Part Key UPD_DT Partition 

RESERVATIONS 09/30    08/31  Y08M09 I 
 
Guest checks in on 9/30 
FOLIOS       10/01    09/30  Y08M10 I 
 
Checks out on Oct 2nd: 
CHECKOUTS    10/02    10/02  Y08M10 I 

TRANSACTIONS 10/02    10/02  Y08M10 I 

FOLIOS       10/02    10/02  Y08M10 U 

 
As you can see, all the records were created new. The only record to ever be updated is that of FOLIOS. But the record is 
not migrated from one partition to another. 
 

Design: 5th Pass 
While mulling over the design, we had a new thought: why not partition RESERVATIONS table by CK_DT as well? This 
action will make all the tables partitioned by the same column and the same way – the perfect nirvana for purging. When a 
guest checks out the reservations records are meaningless anyway. They can be queried with the same probability of the 
checkouts and folios; so it will be a boon for ILM and backup. Partition-wise joins will be super efficient, partition 
pruning between tables become a real possibility; and, most important of all, purging of tables will become much easier 
since we just have to drop one partition from each of the tables. So, we reached a decision to add a column CK_DT to the 
RESERVATIONS table and partition on that column. The new design is shown in Fig 5. 
 
Scenario Analysis 
Let’s subject our design to some scenarios.  First, let’s see how the Scenario #1 holds up in this new design. The guest 
makes reservation on Aug 31st for one night on Sep 30th; so checking out tentatively on Oct 1st. However, instead of 
checking out on the intended day, he decided to stay one more day and checks out on Oct 2nd. 
 
Records Created: 
Table        Part Key UPD_DT Partition 

RESERVATIONS 10/01    08/31  Y08M10 I 
 
Guest checks in on 9/30 
FOLIOS       10/01    09/30  Y08M10 I 
 
Checks out on Oct 2nd: 
CHECKOUTS    10/02    10/02  Y08M10 I 

TRANSACTIONS 10/02    10/02  Y08M10 I 

RESERVATIONS 10/02    10/02  Y08M10 U 

FOLIOS       10/02    10/02  Y08M10 U 
 
This shows that two tables will be updated; but there will be no migration across partition boundaries – so far so good. 
 
Scenario #2 
It’s a modification of the Scenario #1. The guest checks out on Nov 1st, instead of Oct 1st. 
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Records Created: 
Table        Part Key UPD_DT Partition 

RESERVATIONS 10/01    08/31  Y08M10 I 
 
Guest checks in on 9/30 
FOLIOS       10/01    09/30  Y08M10 I 
 
Checks out on Nov 1st: 
CHECKOUTS    11/01    11/01  Y08M11 I 

TRANSACTIONS 11/01    11/01  Y08M11 I 

RESERVATIONS 11/01    11/01  Y08M10 M 

FOLIOS       11/01    11/01  Y08M10 M 
 
Consider the case carefully. The design reeks of two bad ideas in partitioning – row migration; but how prevalent is it? If 
you examine the scenario, you will notice that the only case the row migration will occur is when rows change months. 
When checkout date was changed from 10/1 to 10/2, the record was updated; but the row didn’t have to move as it was 
still in the Oct 08 partition. The row migration occurred in the second case where the month changed from October to 
November. How many times does that happen? Perhaps not too many times; so this design may be quite viable. 
Here you saw an example of how we employed an iterative design approach to get the best model for partitioning. In the 
process, we challenged some of the well established rules of relational design and made modifications to the logical 
design. This is all perfectly acceptable in a real life scenario and is vital for a resilient and effective design. 
 
New Column for Partitioning 

 
In the design we added a column CK_DT to many tables. How do we populate it? There are two options to populate it – 
via the application code and through triggers. If the design is new and the coding has not begun, the apps can easily do it 
and in many cases preferred as it is guaranteed. If this is an established app, then it has to be modified to place the logic. 
In that case, the trigger approach may be easier. 
 
Non-Range Cases 
So far we have discussed only range partitioning cases. Let’s consider some other cases as well. Consider the GUESTS 
table, which is somewhat different. It has: 

Figure 8 Design: 5th Pass 
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• 500 million+ records 
• No purge requirement 
• No logical grouping of data. GUEST_ID is just a meaningless number 
• All dependent tables are accessed concurrently, e.g. GUESTS and ADDRESSES are joined by GUEST_ID 
 
So, No meaningful range partitions are possible for this table. This is a candidate for hash partitions, on GUEST_ID. We 
choose the number of partitions in such a way that each partition holds about 2 million records. The number of partitions 
must be a power of 2. So, we chose 256 as the number of partition. 
All dependent tables like ADDRESSES were also hash partitioned on (guest_id), same as the GUESTS table. This type of 
partitioning allows great flexibility in maintenance.  
 
Hotels Tables 
The table HOTELS holds the names of the hotels 
Several dependent tables – DESCRIPTIONS, AMENITIES, etc. – are all joined to HOTELS by HOTEL_ID column. 
Since HOTEL_ID varies from 1 to 500, could this be a candidate for Partitioning by LIST? 
To answer the question, let’s see the requirements for these tables. These are: 
• Very small 
• Do not have any regular purging need 
• Mostly static; akin to reference data 
• Not to be made read only; since programs update them regularly 
 
So, we took a decision: not to partition these tables. 
 
Tablespace Decisions 
The partitions of a table can go to either individual tablespaces or all to the same tablespace. How do you decide what 
option to choose?  
Too many tablespaces means too many datafiles, which will result in longer checkpoints. On the other hand, the 
individual tablespaces option has other benefits.  
• It affords the flexibility of the tablespaces being named in line with partitions, e.g. tablespace RES0809 holds partition 

Y08M09 of RESERVATIONS table. This makes it easy to make the tablespace READ ONLY, as soon as you know 
the partition data will not be changed. 

• Easy to backup – backup only once, since data will not change 
• Easy to ILM, since you know the partitions 
• Allows the datafiles to be moved to lower cost disks 
• ALTER DATABASE DATAFILE '/high_cost/…' RENAME TO '/low_cost/…'; 
 
Neither is a perfect solution. So, we proposed a middle of the way solution. We created a tablespace for each period, e.g. 
TS0809 for Sep '08. This tablespace contains partition Y08M09 for all the tables – RESERVATIONS, CHECKOUTS, 
TRANSACTIONS and soon. This reduced the number of tablespaces considerably. 
Partitions of the same period for all the tables are usually marked read only. This makes the possible to make a tablespace 
read only, which helps backup, ILM and other objectives. If this conjecture that the tablespace can be read only is not true, 
then this approach will fail. 
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Figure 9: Tablespace Design 

 
Figure 6 shows the final tablespace design. Here we have defined just three tablespaces TS0807, TS0808 and TS0809. 
The tables – RESERVATIONS, CHECKOUTS and TRANSACTIONS – have been partitioned exactly in the same 
manner – monthly partitions on some date. The partitions are named Y08M07, Y08M08 and Y08M09 for July, August 
and September data respectively. All these partitions of a particular period for all tables go to the corresponding 
tablespaces. For instance, tablespace TS0809 holds the RESERVATION table’s partition Y08M09, CHECKOUTS table’s 
partition Y08M09 and TRANSACTION table’s partition Y08M09. Suppose the current month is Sep 08. this means that 
the files for tablespace TS0809 will be on the fastest disk; TS0808 will be on medium disk and the third one will be on the 
slowest disk. This will save substantially on the storage cost. 
 
Summary 
 
Partitioning Tips 
1. Understand clearly all benefits and use cases of partitioning, especially the ones that will or will not apply in your 

specific case.  
2. List the objectives of your design – why you are partitioning – in the order of priority. 
3. If possible design the same partitioning scheme for all related tables, which helps purging, ILM, backup objectives. 
4. To accomplish the above objective, don’t hesitate to introduce new columns 
5. Try to make all indexes local, i.e. partition key is part of the index. This help management easier and the database 

more available. 
 
Tips for Choosing Part Key 
1. If a column is updateable, it does not automatically mean it is not good for partitioning. 
2. If partition ranges are wide enough, row movement across partitions is less likely 
3. Row movement may not be that terrible, compared to the benefits of partitioning in general; so don’t discard a 

partitioning scheme just because row movement is possible 
 
Oracle 11g Enhancements 
Oracle Database 11g introduced many enhancements in the area of partitioning. Of several enhancements, two stand out 
as particularly worthy from a design perspective.  
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Virtual Column Partitioning 
It allows you to define partitioning on a column that is virtual to the table, i.e. it is not stored in the table itself. Its value is 
computed every time it is accessed. You can define this column as a partitioning column. This could be very useful in 
some cases where a good partitioning column does not mean you have to make a schema modification. 
 
Reference Partitioning 
This feature allows you to define the same partitioning strategy on the child tables as the parent table, even if the columns 
are not present. For instance, in the case study you had to add the CK_DT to all the tables. In 11g, you didn’t have to. By 
defining a range partitioning as “by reference”, you allow Oracle to create the same partitions on a table as they are on 
parent table. This avoids unnecessary schema changes. 
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Twelve Tips for Successful Business 
Intelligence/Application Implementations 

 
Shyam V Nath, BI Architect, IBM, 

ShyamVaran@Gmail.com 
(954) 609 2402 

 
Introduction 
This session will provide 12 tips from the field to help implement OBIEE and BI Applications, risk free. Attendees will 
learn about the best practices using real world customer case studies. In addition, the full tech-stack involved in Data 
Warehousing and how to configure and customize it will be described as well as how companies can take their BI 
experience to the next level by utilizing Advanced Analytics. 
 
Summary of the Twelve Tips 
This paper will discuss the some best practices, tips and tricks to ensure the success of the Oracle Business Intelligence 
(OBIEE) and Oracle Business Intelligence Application (OBIA) implementations. These tips are based on real experiences 
in implementing related projects in recent times. These are the useful tips for the successful implementation of the 
Business Intelligence projects based on our field experience:  
• A Picture Says a Thousand Words  - BI is all about Visualization of data 
• Leverage Mobile BI (graph of inversion of internet use from desktop v/s mobile) 
• Do not re-invent the wheel, leverage pre-built applications such as Oracle BI Applications 
• OBIEE Socialization – phased approach 
• Extend your DW/BI Solution with Advanced Analytics to take it to the next level of maturity 
• Leverage external data and Big Data 
• Leverage Cloud hosting/applications – Oracle Fusion Applications where users are mostly on the web 
• Cannot ignore data quality, Testing plan is a must, QA, UAT is not is a fancy word 
• Security should not be an after thought 
• Cosider Engineered systems – same concept as pre-built applications 
• BI CoE  - BI Applications need care and enhancements. 
• Do not ignore the Human Intelligence on way to Business Intelligence – the emergence of Oracle Data Scientist 
 
Tip 1 – The Power of Visualization of Data 
A Picture Says a Thousand Words – Business Intelligence is all about the visualization of data. The ERP / OLTP system 
query screens and the operational reports often provide the data the user is looking for to run the business. However, it 
often lacks the insight into the health of business or the competitive advantage that provide by power of visualization. 
OBIEE provides several visualization capabilities that should be used when appropriate.  

mailto:ShyamVaran@Gmail.com�
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Figure 1: Various Ways to Visualize Data using OBIEE 

 
To look a specific example, one can create an OBIEE report for revenue broken down by Product on a weekly basis as 
below. It provides the data elements one needs to look at but requires fair amount of analysis by the user to gain insights 
in to the business. 
 

 
Figure 2: Adhoc Query as a Tabular Report 

 
Now let us look at the similar data in a more visual form that if likely to provide more insight to the business user. 
However, after looking the high level trends, the user may decide to get to the details, and then a report with numeric 
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details may be more meaningful. The morale of the Tip is, use a mix of visual and tabular representation to communicate 
the message when designing a BI system. 
 

 
OBIEE 11g Bar Charts to Visualize Data 

 

 
Use of Gauges in OBIEE Executive Dashboard 

 
Gauges can be used to do a simple variance analysis, to display actual numbers v/s the expected range using dial and color 
codes. 
Another such example is below where different visualizations can be use. It shows right away that Audio products are 
doing well for target revenues. 
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Different Visualizations of Data in OBIEE 
 

Tip 2 – Leverage Mobile BI 
Mobile computing is getting mainstream in the business world is on top of the CIO’s mind. According to a recent Gartner 
survey, Mobile Technologies are one of the top three CIO priorities. OBIEE comes with a Mobile BI application for 
Apple devices like iPhone and iPad which is part of the Foundation pack licensing of OBIEE (refer to Oracle website for 
licensing details).  The same is true with other major BI providers like Cognos, Business Objects and Microstrategy who 
all supply support the mobility. Mobile BI solutions allow, the C-level and any other mobile workforce to get access to the 
critical information at their finger tips… Imagine the power of a business leader in a board room asked a quantitative 
question and instead of saying let me get back with the numbers, taking 30 seconds to pull that info on a tablet and then 
projecting it on the screen!  Mobile devices like smartphones and tablets will mainly be BI consumption devices and not 
create or development devices.  
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http://www.forbes.com/sites/louiscolumbus/2012/09/16/why-cios-are-quickly-prioritizing-analytics-cloud-and-
mobile/?partner=yahootix  
 
 

http://www.forbes.com/sites/louiscolumbus/2012/09/16/why-cios-are-quickly-prioritizing-analytics-cloud-and-mobile/?partner=yahootix�
http://www.forbes.com/sites/louiscolumbus/2012/09/16/why-cios-are-quickly-prioritizing-analytics-cloud-and-mobile/?partner=yahootix�
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OBIEE iPad HD Application for Mobile BI 
 
To use Mobile BI (after fulfilling the license requirements), users can download and use the iPad HD app as below.  
 
Tip 3 – Leverage Pre-built BI Applications to Reduce the Risk 
Build applications grounds-up is often like re-inventing the wheel. Companies like Amazon, Facebook and Google would 
generally build applications grounds up to maintain their unique competitive advantage. However, even a company like 
Google who is a Cloud Application Provider,  is implementing Workday for its HR needs.. on the Cloud!   The morale of 
the story is Google for managing its HR operations, does not need to re-invent the wheels and opted for pre-built solution 
Workday. Facebook and Amazon are users of Oracle Business Intelligence Applications – Financial Analytics.  
The below visual shows the framework of the pre-built Oracle Business Intelligence Applicatons (OBIA). Not having to 
build every piece of the solution, reduces the risk. The general purpose data model of the data warehouse for Oracle ERP 
shops, might make business sense over grounds up data architecture. 
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Tip 4 – Agile BI – OBIEE Socialization  
Large data warehouse projects with a waterfall approach are not the norm today. The business landscape changes fast and 
business users are not willing to sign the requirements two years ahead of the production release.  They want to see 
prototypes and incremental releases working before they can envison the final state. Hence, often successful BI projects 
start with one department or one Analytical Application, to a limited set of user and gradually rolling it out to larger 
groups using a phase of OBIEE Socialization. Once these initial set of users feel coformatable, they become the 
spokerperson, power users, evangelists for BI in the company. The BI Applications can be easily implemented using one 
Analytical application as a time approach. When building grouds up, one data mart can be built at a time though 
dimensional analysis has to be done ahead of time for conformance across the organization. 
 

 
Figure 3: Agile BI Methodology 
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Tip 5 – Get to the Next Level  - Advanced Analytics  
Business Intelligence Project is a Journey, not the Destination. Advanced analytics capabilities like Data Mining provide 
the ultimate competitive advantage. Look at Amazon, Netflix (market basket analysis to recommend what else you may 
like to buy), who have successfully used predictive analytics. Applications like Spend Classification, add the predictive 
capabilities to Oracle BI Applications – in the Procurement & Spend Analytics. Spend Classification uses data mining to 
automatically classify the categorization of the expenses uing AP invoices, even when the ERP system did not categorise 
the spend. 
 

 
 
The most common styles used for articles and papers are shown on the stylesheet, below.  
 
Tip 6 – Leverage External Data / Big Data 
When building complete BI solutions, you have to exlore all sources of relevant data. Many of these data sources are 
internal to your organization like transactional data in ERP/OLTP applications, budgeting spreadsheets, legacy systems 
and custom databases. However, when you are looking for competitive advantage, some vital sources of data can be 
external to the company. To build a customer or supplier master data management solution, so that you get a 360 view of 
your customers/suppliers, you may need to leverage data from external agencies like Dun & Bradsheet. For instance, in 
order to know that your customer Old Navy, Banana Rebublic and Gap are really “one company,”  you may have to rely 
on such information from D&B. Likewise, foreign currency exchange info is something you get from banks, that are 
likely external to you. Banks themselves, rely on the prime rate, a piece of information that is external to banks.  
Apart from such structured data from external agencies, companies are using other Big Data such as Twitter feeds, blog 
posts to include the consumer sentiments. Walmart uses consumer sentiments to decide what kind of merchandise to stock 
(apart from sales forecast using previous years) in the stores. Companies are using machine sensor data for quality control 
another example of big data (in this case internally originiated). 
 
Tip 7 – Data Quality and Testing 
Often the quality of the data in the data warehouse becomes the deal breaker. We often start the BI projects with focus on 
the technology and the Business Analyst and developer’s skills. However, not often we do the same level of upfront due 
diligence for identifying who will do the data validation and how. BI tools often provide easy access to the users to look at 
data in new ways and are able to idenfity gaps after the system goes live. The key ingredient to successful BI project is to 
involve a key business users early right form the prototype phase and use their help in identifying data gaps. These could 
often be data issues in the ERP or the source systems but manifest as BI system issues to the end user.  A robust Testing 
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and QA plan is a must for the success of the project. Developing reconciliation scripts from source to the DW is key to 
gain end user condifence in the data on the dashboards and BI reports.  
 
Tip 8 – Security Cannot Be an After-Thought 
While BI is all about providing access to the data to the end users, we cannot overlook who needs what data and 
applications.  The intial design of the solution needs to document the main user groups and what kind of dashboards are 
they are likely to need. Likewise, what kind of data they need to look at in these dashboards. If I am a cost center manager 
in say UK for a Global company, I perhaps do not need to look at the detailed expenses of the Canada cost center. 
However, I may be interested in some kind of aggretate measures such as % of sales overhead, % of employee benefit 
costs per employee/year and so on. This is the data security aspect. Apart from the applicaton security, otrher 
considerations include accesss provisioning such as should I use the corporate LDAP to login or ERP user id (in case ERP 
is not SSO with LDAP)…  
 
Tip 9 – Consider Engineered Systems / DW Applicances 
The engineered system are purpose built systems (hardware system with some specific software / software features).  
While the original of such systems is attributed to Terdata and (IBM) Netezza, which was the inspiration to the Oracle’s 
Exadata, there are many more applicances and engineered systems in the market place today like Oracle Exalogic, Big 
Data Applicance, SPARC Supercluster, Exalytics, SAP HANA and so on.  These purpose-built boxes are the hardware 
counterpart of pre-built BI applications like OBIA.  
Below is a vendor agnostic view of the DW appliance. An aftermath of the DW appliance movement is the in-memory 
appliance movement like Exalytics and SAP HANA where the focus is to bring most of the relevant data into the memory 
and avoid disk-access when user interacts with data. 
 

 
 

Conceptual DW Appliance 
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In-memory Computing for BI 

 
Tip 10 – Leverage Cloud and Virualization for BI 
Larry Ellison mentioned at Oracle Openworld 2012 that majority of the Oracle Fusion Application users are using the 
Oracle Cloud. In other words, the Fusion applications reside on the Oracle’s data center infrastructure and not on 
customer premises. Customers access it using web interface mainly. Likewise, the popularity of the SalesForece.com and 
Workday tye applications are a clear indicator that futre of Cloud Computing is no more “cloudy.” Given, these 
observations, one cannot ignore exploring the cloud infrastructure for Oracle BI Applications whether it is Amazon, IBM 
Cloud or the Oracle Cloud services. The cloud computing model reduces high upfront investment for the CFO and the 
doubts about the uptime guarantee from the mind of the CIO.  
 
Tip 11 – Business Analytics – Center of Excellence 
As mendtion earlier, the BI projects are a journey and not the end… once initial application is deployed, it needs care and 
maintenaince for day-to-day operations as well as enhancements. Business users will lean to this team for how to keep 
leveraging BI and related technology to improve business operations whether it is adoption of in-memory computing, 
Mobile BI or simply how to cut down the ETL time so data is more recent in the DW such as near real-time. This is the 
group that takes care of the standards whether be it naming standard or the data retension policy of the DW. 
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Conceptual View of BI Center of Excellence 
 

Tip 12 – Human Intelligence – Emergence of Oracle Data Scientist 
The human aspect cannot be overlooked in any BI initiative. The skills and development of the BI team is very imporrant. 
Since BI is a cross over area from pure Technology to business insights, there is a new buzz word in the industry calle 
Data Science. In line with that, DW and BI professionals can look forward to the emergence of the Oracle Data Scientist 
role. This is a new role in the organization that combines several skills as shown in the visual. 
 

 



www.nyoug.org   212.978.8890 61 

 
 

Conceptual Views of the Data Scientist Role 
 
Summary 
We looked at the Twelve tips for successful implementation of Business Intelligence for higher user value and reduced 
risk to the business. These Tips can be used as guidelines when planning a BI project. 
 
(Note images and information available on the Internet have been used in this white paper and use of such information is 
purely academic.) 
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Introduction 
Mobile and tablet devices are becoming increasingly popular in today’s businesses.  Symantec recently found that “71% 
of organizations are already using or planning to use custom mobile applications1

There are two solutions on how to go about this problem: developing a dedicated mobile web application, or developing a 
single “responsive” application that works on both mobile and desktop devices.   

.”  As businesses adopt mobile devices, 
it becomes critical to develop applications that work on them. However, the mobile device landscape is chaotic.  There are 
many platforms, many devices, many screen sizes and resolutions, many browsers, and many vendors.  IT departments 
may not have the budget to develop specific applications for each platform.    

A dedicated mobile application can provide a native-looking UI, be extremely fast, and optimized for your mobile device.  
However; it may require duplicate application logic, offer less functionality than its desktop counterpart, and have a 
different UI than the desktop application.   
Developing a responsive application means having one application with one code line, but the application user interface 
shifts and “responds” to support for a variety of devices.  It is one application which can have full feature functionality, 
and work on tablets and mobile devices.   
Let’s take a deeper look at what it means to be responsive, how Oracle Application Express (APEX) 4.2 especially 
enables development of responsive applications, and whether responsive design is right for you. 
 
What is Responsive Web Design? 
Responsive Web Design (RWD) is an approach to web design in which a single web site provides an optimal viewing 
experience on a multitude of devices and is made possible through advancements in HTML5 and CSS3.  Using the same 
logic and HTML markup, a web site can provide a drastically different experience for users of a desktop devices vs. those 
using a tablet or mobile device.  
Before we go any further, let’s take a look at an example of website that incorporates RWD principles. 
 
 
 
 
 
 
 
 
 
 

                                                      
1 Symantec 2012 State of Mobility Survey, http://www.symantec.com/about/news/resources/press_kits/detail.jsp?pkid=state-of-mobility-survey 
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cloud.oracle.com 
 

 
Figure 1: Oracle Cloud website as it appears on a desktop, and how it appears on a mobile device 

 
On the Oracle Cloud website, notice how the layout differs from when viewed on a desktop device to a mobile device.  
The navigation changes, the buttons become larger, and regions on our pages stack up on top of each other.  All of these 
changes make it much easier to consume this page on a mobile device. 
We can apply the same concepts of RWD to our APEX applications as well.  With the release of APEX 4.2, there are 
several enhancements in user interface handling to make it easier than ever before for developers to take advantage of 
RWD principles.  
 
Basics of RWD 
Before we get started in APEX, it is necessary to understand what it means for an application to become ‘responsive’ and 
what technologies are behind it.  We can break down RWD into two major ingredients: CSS3 media queries and grid 
based layouts. 
 
1. CSS3 Media Queries 
The first ingredient of a responsive design is the use of css3 media queries to adjust elements depending on whether a 
certain criteria is met.  In CSS3, extensions to the @media rule allow us to apply different styles based on several factors 
such as screen size, orientation, and pixel density.   The most commonly used media query for RWD is based on the 
browser width as it can be used to infer the type of device a user may be using.  Here is a really simple media query that 
targets only devices that have a maximum width of 320px.  This is suitable for iPhone and other mobile devices in portrait 
mode: 
 
@media only screen and (max-width: 320px) { /* Styles */ } 
 
We can expand upon these media queries, combine comparisons, and make them very specific.  Here is a more advanced 
media query that is used to target screens which are between 400px and 600px: 
 
@media screen and (min-width: 400px) and (max-width: 600px) { /* Styles */ } 
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Now that we understand how different styles can be applied for different screen sizes, we need something to apply those 
styles to.  Enter grid-based layouts. 
 
2. Grid-based Layouts 
Before we get started with writing media queries and styling our application for different screen sizes, it makes sense to 
take a look at the overall structure of our application.  A grid based layout provides a structure to organize page 
components onto a grid of columns.  This can help us determine the layout of our page components such as regions and 
items, and allow us to easily shift these components depending on screen size.   
In earlier days of the web, tables were commonly used for page layout and it would provide a very rigid layout that could 
not be changed through styles.  Grid based layouts for responsive design are flexible by nature and can be shifted, 
realigned, resized with ease.   This is possible because they will use CSS for their size and positioning. 
There are numerous grid based layout frameworks, such as 960.gs, getSkeleton, Twitter Bootstrap.  All of these 
accomplish the same goal, which is to allow us to easily lay out our page, and then shift them depending on screen size.  
  

 
Figure 2: Grid Layout of 6 Columns 

 
The figure above visualizes twelve columns in gray, and how they can be used to line up and arrange page components.  
The page on the right shows the page header, side, and body aligned on top of the 12 column grid.  The grids will be used 
to realign these components as the screen size changes. 
 

 
Figure 3: Grid Layout on Different Devices 

 
Figure 3 shows the structural skeleton of a page that is using a 12-column grid and has some page components.  Notice 
how the columns are slightly slimmer on a tablet device.  This allows for all of the page components to be resized 
appropriately to fit on the tablet screen without the need to scroll, zoom or pan the page to view its contents.  On a mobile 
device, the 12 columns have simply been re-styled to become one column in which every component stretches to fill the 
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horizontal space.  Notice how the search component, which was centered on the page on desktop and tablet devices now 
stretches from side to side on the mobile device. 
Now that we’ve covered the foundation of RWD, it’s time to dig deeper into APEX 4.2. 
 
RWD with APEX 4.2 
With the latest release of APEX, there have been numerous changes to the product to enable developers to have larger 
control over the HTML that is emitted from the APEX engine.  Additionally, there have been numerous enhancements to 
the Themes that ship with the product to enable developers to build modern, web 2.0 applications that rely on HTML5 and 
CSS3.  I’m going to highlight two major features of APEX 4.2 that especially enable RWD: Grid Layout for laying out 
items and regions on your page; and Theme 25, a fully responsive theme. 
 
Grid Layout 
Since APEX 4.0, there has been a major push to transition towards using divs for layout rather than tables.   Additionally, 
with each consequent release of APEX, there have been numerous UI-related improvements to give developers more fine 
grain control of the markup that is emitted from the engine.  With APEX 4.2, this has been taken one step further with the 
addition of Grid Layout, a new feature that dramatically improves the way regions and items are placed in a page.   
Traditionally, items within APEX were rendered in a table which was generated from the engine.  Regions could be 
positioned in columns, which also resulted in being surrounded by an engine-generated table, or developers needed to use 
custom attributes on regions to position them properly.   
With the new Grid Layout feature, form layout tables and the manual task of assigning custom attributes to position 
regions is no longer necessary.  Items and regions can be laid out on the page declaratively with much more control than 
before.  
The grid layout of a page is defined in its page template.  The page template contains all the subtemplates for the HTML 
markup that will be emitted when grid layout is used to align items on the page.  Developers have full control over the 
grid layout markup and the feature is flexible to work with several popular grid layout frameworks.  Theme 25, for 
instance, uses a slightly modified version of the grid in the Twitter Bootstrap framework.  Once the grid layout is defined, 
all there is left to do is to declaratively align regions and items using the new Grid Layout attributes on the item or region 
edit screens. 
Here is a screenshot that shows how you can use grid layout to adjust the positioning of a region: 
 

 
Figure 4: Grid Layout Options for a Region 

 
While it may seem a bit daunting at first look, these options allow you full control over how items and regions can be 
positioned on your page.  Let’s take a look at each of these fields and how they work in the context of positioning a 
region:  
 

Field Value Description 

Start New Row Yes Position the region in a new row. 

 No Position the region on the same row as the previous region. 
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This is useful when positioning a region to aside another 
region. 

Column Automatic Position the region in a specific grid column.  Selecting 
Automatic will automatically use the next available grid 
column to display the region. 

 1-12 Position the region at this specific grid column. 

New Column Yes Position this region in the next column in the same row. 

 No Position this region in the same column as the previous 
region. 

Column Span Automatic Determines how many grid columns should be used by the 
region. Selecting Automatic will balance the available grid 
columns within all regions in the same grid row. 

 1-12 Use this specific number of grid columns for this region. 

 
Figure 5: Grid Layout Options Explained 

 
Using Grid Layout, you can easily and declaratively lay regions and items on your pages with precise control, without 
having to write custom styles. 
 
Blue Responsive (Theme 25) 
APEX 4.2 ships with a brand new user interface theme titled Blue Responsive, also known as Theme 25.  This new theme 
utilizes several HTML5 and CSS3 features in order to facilitate the development of modern, responsive web applications 
suitable for a multitude of screen sizes.  The theme is fully responsive, meaning that it utilizes grid layout, and the layout 
of its pages will automatically “respond” to the screen size of your device or browser.  Several components will shift in 
size, position, and alignment to provide an optimal experience on both small and large screen devices.  The theme has 
several features which make it ideal for developing your next application, including: 
 
Fully Responsive 
• The theme utilizes a flexible grid layout that can be used on screen sizes from mobile devices to some of the largest 

resolution desktop monitors.  This means we we don’t have to write any media queries as the theme already includes 
the necessary styles for several screen sizes for us. 

• (4.2.1) Interactive Reports are displayed appropriately on small screen devices. 
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Figure 6: Interactive Report Bar in Theme 25 on Mobile Devices 

 
Form labels automatically shift above input fields when using a mobile device: 
 
 
 
 
 
 
 
 
Figure 7: The same form on a desktop (left) where form labels are to the left of the input field, and on the mobile 
device (right) where labels are shifted above 
 
Modernizr Enabled 
• The popular feature detection library Modernizr is loaded by default so developers can build robust applications while 

easily defining conditional CSS or JS to support older browsers. 
• On page load, several classes are automatically added to the <body> tag to show which features are supported on the 

browser.  Here is a screenshot of a page in Theme 25 using Safari:  
 

 
 
Figure 8: Classes added to the HTML tag by Modernizr showing HTML5 and CSS3 features supported natively by 
the browser 
 
Icon Buttons 
Theme 25 allows developers to easily create buttons with icons by selecting an icon-compatible button template and then 

defining the class of the icon in the Button CSS Classes fields.  Here is an example of some buttons which have icons: 
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Figure 9: Examples of APEX Buttons with Icons 

 
• There are a total of 20 icons developers can choose from.  Here is a list of all available icons and the relevant icon  

classes: 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Figure 10: Theme 25 Icon Classes 
 
• You can also use modifier classes such as “iconLeft” to position the icon to the left of the button label, or 

“insetButton” when using the button in the header of a region. 
 

High Resolution Display Support 
Theme 25 also supports Apple devices that have “Retina Displays” such as iPhones, iPads, and MacBook Pros, as well as 
android devices which utilize ultra high resolution displays to render web content.  Graphics utilized by Theme 25 are 
provided in standard resolution and high resolution so they appear crisp on these new displays. 
 
Responsive Utility Classes 
Theme 25 also adopts Twitter Bootstrap’s Responsive Utility Classes which allow you to easily hide or show components 
on your page for a particular type of device.  For example, you can apply the class “visible-phone” to a particular 
component which will m ake that component only visible for mobile phone devices which have resolutions below 767px 
wide.  The table below shows the full list of utility classes available for use within the theme: 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 11: Responsive Utility Classes Table 
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The Database Sample Application in APEX 4.2 uses Theme 25 and shows some of the best practices in how to develop 
your responsive application.  Here is a screenshot from the sample application on a desktop, and then on a mobile device: 
 

 
Figure 12: Sample Database Application on a desktop and how it would appear on a mobile device 

 
When to Develop Responsive Applications 
Now that we’ve covered the basics of what RWD is and how APEX 4.2 enables developers to develop responsive 
applications, it is important to look at when it is appropriate to develop a responsive application versus a jQuery Mobile 
web application.   
Responsive design allows you to develop an application in which the layout shifts to fit the available space on a desktop 
browser, tablet, or mobile device.  On desktops, the application behaves just as any normal web application, where as on 
mobile devices, some elements shift for better viewing without much zooming or panning, whereas some may be hidden 
entirely.   
jQuery Mobile based web applications use a framework especially designed for mobile devices, and provides a much 
more natural and native look and feel.  It allows for the creation of mobile-specific applications which are lightweight and 
load only a few image and css resources.  The look of jQuery Mobile applications can easily be customized via a 
ThemeRoller as the style is completely based on CSS.  jQuery Mobile applications can also be used to develop native-web 
hybrid applications using tools such as PhoneGap. 
The key value proposition of responsive design is that a single application is developed to be suitable on a wide range of 
devices.  The same application logic and html markup are delivered to the browser, regardless of device type, screen size 
or form factor.  However, developing a truly responsive application can be time consuming and may require a deep 
understanding of grid layout, html, and css.  While Theme 25 provides the building blocks for developing responsive 
applications, it is the responsibility of the developer to become familiar with these new technologies to use them in an 
effective manner.   
Additionally, one stark difference is responsive applications will always load the full page including all javascript, css, 
and image resources regardless of which device is being used.  The page size remains the same which may result in 
downloading page components which are hidden or of no use for mobile devices.  Further, it may not be necessary to 
provide full functionality of the app for a mobile device, especially when it requires long data entry forms, or viewing 
large reports.  These tasks are must more suitable for tablets and desktops with much larger screen sizes.   
Investing in developing a truly stellar responsive application can yield incredible results.  However, it will require time 
and commitment, and requires much more than shifting the layout of components on your page.  RWD is just the tip of 
the iceberg.  There are several additional layers to take into account: feature detection (using Modernizr), involving server 
side components to deliver device appropriate resources, optimizing performance through conditional loading, accessing 
device apis (to access camera, gps, etc), touch events, and more. 
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Conclusion 
Responsive Web Design provides a new perspective on how to design for the web, and we can apply these same 
principles to our APEX applications.  Through the use of Grid Layout and Theme 25, APEX 4.2 allows developers to get 
started with responsive design and develop applications that are suitable for a myriad of screen sizes and devices.  
Applying the principles of responsive design to our applications can allow us to provide better experiences for our users 
and enable us to start looking at the web with a different perspective.  And this is just the beginning. 
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The Database Emperor Has No Clothes: Hadoop’s 
Inherent Advantages Over RDBMS for DW / BI; 

Especially in the “Big Data” Era 
 

David Teplow, Integra Technology Consulting 
 
Background 
Relational database management systems (RDBMS) were specified by IBM’s E.F. Codd in 1970, and first 
commercialized by Oracle Corporation (then Relational Software, Inc.) in 1979. Since that time, practically every 
database has been built using an RDBMS—either proprietary (Oracle, SQL Server, DB2, and so on) or open source 
(MySQL, PostgreSQL). This was entirely appropriate for transactional systems that dealt with structured data and 
benefitted when that data was normalized. 
In the late 1980s, we began building decision support systems (DSS)—also referred to as business intelligence (BI), data 
warehousing (DW), and analytics systems. We used RDBMS for these, too, because it was the de facto standard and 
essentially the only choice. To meet the performance requirements of DSS, we denormalized the data to eliminate the 
need for most table joins, which are costly from a resource and time perspective. We accepted this adaptation (some 
would say “misuse”) of the relational model because there were no other options—until recently. 
Relational databases are even less suitable for handling so-called “big data.” Transactional systems were designed for just 
that—transactions; data about a point in time when a purchase occurred or an event happened. Big data is largely a result 
of the electronic records we now have about the activity that precedes and follows a purchase or event. This data includes 
the path taken to a purchase—either physical (surveillance video, location service, or GPS device) or virtual (server log 
files or clickstream data). It also includes data on where customers may have veered away from a purchase (product 
review article or comment, shopping cart removal or abandonment, jumping to a competitor’s site), and it certainly 
includes data about what customers say or do as a result of purchases or events via tweets, likes, blogs, reviews, customer 
service calls, and product returns. All this data dwarfs transactional data in terms of volume, and it usually does not lend 
itself to the structure of tables and fields.  
 
The Problems with RDBMS for DW / BI 
To meet the response-time demands of DSS, we pre-joined and pre-aggregated data into star schemas or snowflake 
schemas (dimensional models) instead of storing data in third normal form (relational models). This implied that we 
already knew what questions we would need to answer, so we could create the appropriate dimensions by which to 
measure facts. In the real world, however, the most useful data warehouses and data marts are built iteratively. Over time, 
we realize that additional data elements or whole new dimensions are needed or that the wrong definition or formula was 
used to derive a calculated field value. These iterations entail changes to the target schema along with careful and often 
significant changes to the extract-transform-load (ETL) process. 
The benefit of denormalizing data in a data warehouse is that it largely avoids the need for joining tables, which are 
usually quite large and require an inordinate amount of machine resources and time to join. The risk associated with 
denormalization is that it makes the data susceptible to update anomalies if field values change.  
For example, suppose the price of a certain item changes on a certain date. In our transactional system, we would simply 
update the Price field in the Item table or “age out” the prior price by updating the effective date and adding a new row to 
the table with the new price and effective dates. In our data warehouse, however, the price would most likely be contained 
within our fact table and replicated for each occurrence of the item.  
Anomalies can be introduced by an update statement that misses some occurrences of the old price or catches some it 
shouldn’t have. Anomalies might also result from an incremental data load that runs over the weekend and selects the new 
price for every item purchased in the preceding week when, in fact, the price change was effective on Wednesday (which 
may have been the first of the month) and should not have been applied to earlier purchases. 
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With any RDBMS, the schema must be defined and created in advance, which means that before we can load our data into 
the data warehouse or data mart, it must be transformed—the dreaded “T” in ETL. Transformation processes tend to be 
complex, as they involve some combination of deduplicating, denormalizing, translating, homogenizing, and aggregating 
data, as well as maintaining metadata (that is, “data about the data” such as definitions, sources, lineage, derivations, and 
so on). Typically, they also entail the creation of an additional, intermediary database—commonly referred to as a staging 
area or an operational data store (ODS). This additional database comes with the extra costs of another license and 
database administrator (DBA). This is also true for any data marts that are built, which is often done for each functional 
area or department of a company. 
Each step in the ETL process involves not only effort, expense, and risk, but also requires time to execute (not to mention 
the time required to design, code, test, maintain, and document the process). Decision support systems are increasingly 
being called on to support real-time operations such as call centers, military intelligence, recommendation engines, and 
personalization of advertisements or offers. When update cycles must execute more frequently and complete more rapidly, 
a complex, multi-step ETL process simply will not keep up when high volumes of data arriving at high velocity must be 
captured and consumed.   
 
The Problems with Big Data 
Big data is commonly characterized as having high levels of volume, velocity, and variety. Volume has always been a 
factor in BI/DW, as discussed earlier. The velocity of big data is high because it flows from the so-called “Internet of 
Things,” which is always on and includes not just social media and mobile devices but also RFID tags, Web logs, sensor 
networks, on-board computers, and more. To make sense of the steady stream of data that these devices emit requires a 
DSS that, likewise, is always on. Unfortunately, high availability is not standard with RDBMS, although each brand offers 
options that provide fault resilience or even fault tolerance. These options are neither inexpensive to license nor easy to 
understand and implement. To ensure that Oracle is always available requires RAC (Real Application Clusters for server 
failover) and/or Data Guard (for data replication). RAC will add over 48 percent to the cost of your Oracle license; Data 
Guard, over 21 percent2

Furthermore, to install and configure RAC or Data Guard properly is not simple or intuitive, but instead requires 
specialized expertise about Oracle as well as your operating system. We were willing to pay this price for transactional 
systems because our businesses depended on them to operate. When the DSS was considered a “downstream” system, we 
didn’t necessarily need it to be available all the time. For many businesses today, however, decision support is a 
mainstream system that is needed 24/7.   

.  

Variety is perhaps the biggest “big data” challenge and the primary reason it’s poorly suited for RDBMS. The many 
formats of big data can be broadly categorized as structured, semi-structured, or unstructured. Most data about a product 
return and some data about a customer service call could be considered structured and is readily stored in a relational 
table. For the most part, however, big data is semi-structured (such as server log files or likes on a Facebook page) or 
completely unstructured (such as surveillance video or product-related articles, reviews, comments, or tweets). These data 
types do not fit neatly—if at all—into tables made up of fields that are rigidly typed (for example, six-digit integer, 
floating point number, fixed- or variable-length character string of exactly X or no more than Y characters, and so on) and 
often come with constraints (for example, range checks or foreign key lookups).  
Like high availability, high performance is an option for an RDBMS, and vendors have attempted to address this with 
features that enable partitioning, caching, and parallelization. To take advantage of these features, we have to license these 
software options and also purchase high-end (that is, expensive) hardware to run it on—full of disks, controllers, memory, 
and CPUs. We then have to configure the database and the application to take advantage of components such as data 
partitions, memory caches and/or parallel loads, parallel joins/selects, and parallel updates. 
 
A New Approach 
In December of 2004, Google published a paper on MapReduce, which was a method it devised to store data across 
hundreds or even thousands of servers, then use the power of each of those servers as worker nodes to “map” its own local 

                                                      
2 Per Processor License costs from the Oracle Technology Global Price List dated July 19, 2012. 
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data and pass along the results to a master node that would “reduce” the result sets to formulate an answer to the question 
or problem posed. This allowed a “Google-like” problem (such as which servers across the entire Internet have content 
related to a particular subject and which of those are visited most often) to be answered in near real time using a divide-
and-conquer approach that is both massively parallel and infinitely scalable.  
Yahoo! used this MapReduce framework with its distributed file system (which grew to nearly 50,000 servers) to handle 
Internet searches and the required indexing of millions of websites and billions of associated documents. Doug Cutting, 
who led these efforts at Yahoo!, contributed this work to the open source community by creating the Apache Hadoop 
project, which he named for his son’s toy elephant. Hadoop has been used by Google and Yahoo! as well as Facebook to 
process over 300 petabytes of data. In recent years, Hadoop has been embraced by more and more companies for the 
analysis of more massive and more diverse data sets.  
Data is stored in the Hadoop Distributed File System (HDFS) in its raw form. There is no need to normalize (or 
denormalize) the data, nor to transform it to fit a fixed schema, as there is with RDBMS. Hadoop requires no data 
schema—and no index schema. There is no need to create indexes, which often have to be dropped and then recreated 
after data loads in order to accelerate performance. The common but cumbersome practice of breaking large fact tables 
into data partitions is also unnecessary in Hadoop because HDFS does that by default. All of your data can be readily 
stored in Hadoop regardless of its volume (inexpensive, commodity disk drives are the norm), velocity (there is no 
transformation process to slow things down), or variety (there is no schema to conform to).  
As for availability and performance, Hadoop was designed from the beginning to be fault tolerant and massively parallel. 
Data is always replicated on three separate servers, and if a node is unavailable or merely slow, one of the other nodes 
takes over processing that data set. Servers that recover or new servers that are added are automatically registered with the 
system and immediately leveraged for storage and processing. High availability and high performance is “baked in” 
without the need for any additional work, optional software, or high-end hardware. 
Although getting data into Hadoop is remarkably straightforward, getting it out is not as simple as with RDBMS. Data in 
Hadoop is accessed by MapReduce routines that can be written in Java, Python, or Ruby, for example. This requires 
significantly more work than writing a SQL query. A scripting language called Pig, which is part of the Apache Hadoop 
project, can be used to eliminate some of the complexity of a programming language such as Java. However, even Pig is 
not as easy to learn and use as SQL.  
Hive is another tool within the Apache Hadoop project that allows developers to build a metadata layer on top of Hadoop 
(called “HCatalog”) and then access data using a SQL-like interface (called “HiveQL”). In addition to these open source 
tools, several commercial products can simplify data access in Hadoop. I expect many more products to come from both 
the open source and commercial worlds to ease or eliminate the complexity inherent in MapReduce, which is currently the 
biggest inhibitor to Hadoop adoption. One that bears watching is a tool called “Impala,” which is being developed by 
Cloudera and allows you to run SQL queries against Hadoop in real time. Unlike Pig and Hive, which must be compiled 
into MapReduce routines and then run in “batch mode,” Impala runs interactively and directly with the data in Hadoop so 
that query results begin to return immediately. 
 
Conclusion 
Relational databases have been around for more than 30 years and have proven to be a far better way to process data than 
their predecessors. They are especially well suited for transactional systems, which quickly and rightfully made them a 
standard for the type of data processing that was typical in the 1980s and 1990s. We soon found ways to adapt RDBMS 
for decision support systems, which we’ve been building for about the past 20 years. However, these adaptations were 
unnatural in terms of the relational model, and inefficient in terms of the data staging and transformation processes they 
created. We tolerated this because it achieved acceptable results—for the most part. Besides, what other option did we 
have? 
When companies such as Google, Yahoo!, and Facebook found that relational databases were simply unable to handle the 
massive volumes of data they have to deal with—and necessity being the mother of invention—a new and better way to 
process data for decision support was developed. In this age of big data, more companies must now deal with data that not 
only comes in much higher volumes, but also at much faster velocity and in much greater variety.  
Relational databases are no longer the only game in town, and for decision support systems, they are no longer the best 
available option. 
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Database Virtualization 
Kyle Hailey, Delphix  

 

What is database virtualization? Database virtualization, as opposed to operating system virtualization, is sharing a read 
only copy of a source database between clone databases. The clone databases are called virtual databases (also called thin 
provision clones as distinct from full physical copy clones).  Virtual databases are much more than read only databases. 
The virtual databases can also write to the data files. Writing to the data files is accomplished either through one of two 
basic mechanisms. Those mechanisms are copy on write file systems or journal file systems. Each virtualized database 
sees what appears to be a private read/write copy of the database. Database changes made by a virtual database are only 
seen by that virtual database as if the virtual database had its own full private copy of the source database. 
Database Virtualization gives: 
1. Instant provisioning  of virtual databases 
2. Enormous storage savings  
A virtual database can be made in seconds and takes up almost no space since the virtual database only creates new 
control files, redo log files and a new temporary table space. All the rest of the data is shared initially. 
 

Example 
For example, if one wanted to supply a team of 100 developers each with their own copy of a production database, then 
for every 1TB of production, it would cost 100TB of disk to support the copies. Copying 100TB of data would not only 
require massive amounts of storage but would also be extremely time consuming.  Because of the time it takes to create 
those 100 copies, the copies would be out of date with production.  On the other hand with virtual databases, the amount 
of disk required would be about 1TB. Also because of how quick virtual databases can be provisioned, the virtual 
databases can be kept closely in sync with production. 
 

Coming of Age 
Database virtualization is finally coming of age.  The core technology to virtualize databases has been around for almost 2 
decades but because of  hardware requirements  and complex scripting requirements, virtualizing databases has been  out 
of the reach of most users. A similar analogy is that the internet existed before the web browser and it was possible to 
share photos, music, and documents via the internet but few people did because the tools were difficult. Once the web 
browser came out and sharing became as easy as point and click, then usage of the internet exploded. 
The same change is happening with database virtualization.  Now with Delphix for example a developer can provision a 
fully operational virtual database in seconds with 3 clicks of a mouse. Oracle as well will be introducing a point and click 
interface in Oracle 12c. 
 

Barriers to Entry  
There are two basic barriers to entry for adoption of database virtualization. 
• Hardware 

One of the barriers to entry to database virtualization was the requirement of having specialized storage systems such 
as EMC or Netapp that were capable of taking snapshots of the file system. The requirement for specialized hardware 
has been eliminated with new technologies such as  ZFS file system, Delphix file system (DxFS) and Oracle Clonedb.   

• Management 
Even without the requirement of specialized hardware, the adoption of virtualized databases has still been low. 
Adoption has been low because of the complicated scripting requirements for managing virtual databases.  Managing 
the process of virtualization has been too high a barrier to entry for most people. Some of the steps that have to be 
managed in a database virtualization system are managing the RMAN backups, incremental backups, archive log 
files, snapshotting file systems, cloning file systems,  exporting file systems on fibre channel, iscis, or nfs,  mounting 
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those file systems on virtual database host machines, creating proper startup parameters and recovering the virtual 
database to a point in time. 

Now the hardware and management barriers are falling with fully automated database virtualization solutions. For the first 
time companies such as Delphix and Oracle are adding the automation steps on top of the storage snapshot technologies. 
The automation allows anyone to harness the power of database virtualization. 
 

Delphix Example 
Delphix for example is a software stack that automates the whole process of database vitualization and doesn’t require 
filesystem snapshots or EMC or NetApp. It only requires an x86 box with about the same amount of the disk space of the 
database to be virtualized. The source database is copied onto the Delphix machine via RMAN APIs, the data is 
compressed and Delphix automates  syncing of the local copy with changes in production and Delphix handles the 
provisioning of virtual databases. A virtual database can be provisioned from  any SCN or  second during the retention 
window which is typically 2 weeks.  
Oracle is bringing automation to database virtualization in Oralce12c with SMU or snapshot manager utility. The utility is 
based on ZFS and though ZFS is open source, Oracle’s implantation of SMU requires an Oracle ZFS appliance, ie 
specialized hardware, and it requires that the source database data files be stored on the ZFS appliance. 
 

Eliminate Bureaucracy  
Automated virtual database solutions eliminate bureaucracy.  What took weeks in the past takes seconds now by 
eliminating both the data copying time of the production database as well as all the time for requesting, discussing, 
processing and allocating resources.  When a developer wants a clone they typically have to ask  their  manager, their 
DBA, their storage admin etc.  The managerial work, administrative tasks and coordination meetings often take weeks. 
With database virtualization all of the overhead can be eliminated. The developer can provision their own virtual database 
in seconds with a few clicks of a mouse. 
 
Speed up Development: Each Developer Gets a Copy  
Because the resource cost is eliminated it means that a teams of developers can go from sharing one copy of production to 
each having their own private copy of databases. Now with a private copy of the database, a developer can change schema 
and metadata as fast as they want instead of waiting days or weeks of review time to check in changes to a shared 
development database. 
 

Saves Ram 
Virtualizing databases not only saves disk space but can save RAM. RAM on the database hosts can be reduced because 
virtual databases share the same datafiles and can share the same blocks reducing the memory the amount of memory 
required to cache data across all the virtual databases.  For example, Delphix is connected between the backend storage 
SAN and the database hosts and thus Delphix can servers as a shared cache for all the virtual databases. Since the virtual 
databases use the same underlying copy of the original database then Delphix can hold blocks in memory from the 
original database copy and those memory cached blocks can be shared between all the virtual databases. 
 

How to Virtualize Databases 
What are the current virtualization technologies and what are the advantages and disadvantages of each 
1. EMC 
2. NetApp 
3. Clone DB (Oracle) 
4. ZFS Storage Appliance (Oracle) 
5. Data Director (VMware) 
6. Oracle 12c Snapshot Manager Utility (SMU) 
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7. Delphix 
 
Issues to consider in virtualization are 
• Specialized hardware 
• Golden copy problem 
• Performance 
• Size restrictions 
• Database  limitations 
• Automation 
 
Specialized Hardware 
Probably the  biggest barrier to entry is specialized hardware.  EMC, Netapp , ZFS Storage Appliance and  Oracle 12c 
SMU all require specialized storage hardware. 
Of these choices, the least interesting is probably EMC because EMC’s snapshot technology is based on a journaling 
filesystem and not a pointer based filesystem and thus one is constrained by the “golden copy” problem (see below) 
Of the other 3 solutions Netapp, ZFS storage appliance and Oracle 12c SMU, Netapp is the most tried and true. The ZFS 
storage appliance requires a custom scripting. The scripting requirements are removed largely by Oracle 12c SMU which 
automates the snapshot and cloning and works on top of the ZFS storage appliance. One of the biggest issues with 12c 
SMU is that the source database is required to use storage on the ZFS appliance. 
  
Golden Copy Problem 
With pointer based filesystems one can start with an initial full copy of the source database and then keep a rolling 
window of incremental source database snapshots. For example one could have  incremental snapshots of the source 
database everyday for a month. These snapshots would share blocks that remained the same during this month window. 
As snapshots fall out of the retention window, those blocks of data changes older than the retention window can be freed.  
Netapp, ZFS and Delphix are all based on pointer based file systems and can have rolling retention windows. 
On the other hand CloneDB, Data Director and EMC all have the golden copy problem. For CloneDB there is only one 
copy of the source database and if a new copy is required a full copy has to be taken. For Data Director and EMC they 
allow snapshots so the original copy can be shared with newer versions of the source database but the number of snapshot 
is limited  and once the limit is reached, the source database has to be copied over in its entirety. 

 
Performance 
Two of the solutions have significant performance drawbacks. Oracle’s clonedb and VMware’s Data Director have 
performance issues. Data Director’s performance degrades the more clones there are sharing the same snapshot. Also the 
more snapshots that are taken the more performance degrades. For Oracle’s CloneDB, Oracle doesn’t recommend cloned 
for databases where performance is a concern. 
  
Size Restrictions 
VMwares Data Director recommends that clones be under 200GB. 
NetApp clone size depends on the filer. A 32bit Netapp filer has a limit of 16TB. The largest a Netapp filer can current go 
for clones is 100TB. 
 
Database Limitations 
VMwares data director is limited to support x86 databases, such as Linux and OpenSolaris. 
The other solutions support any OS version of Oracle. 
 
Automation  
The solutions offer different level of automation from none to fully automated. Automation is critical for adoption and 
utilization. 
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EMC, Netapp and Data Director all provide a limited set of automation but not enough to significantly create adoption. 
Even with automation EMC and Data Director have the golden copy problem thus can never be fully automated to create 
a rolling window of time from which clones can be provisioned. Netapp can be set up to create a rolling window of 
snapshots, but Netapp lacks an interface for provisioning the clones, thus creating clones requires significant work for 
DBAs and is out of reach for an end user such as a developer. Oracle’s 12c SMU will provide automated provisioning of 
databases but it’s unclear whether this will be functionality accessible to end users such as developers. Delphix is the only 
solution that fully automates the system eliminating the need to know RMAN or database recovery and giving a friendly 
UI to developers and end users that allows them to create virtual databases. 
 
Summary 
Here are a list of the technologies out there and the issues 
• EMC – golden copy issues, hardware lock-in 
• NetApp – hardware lock-in, size limitations 
• Clone DB (Oracle) – golden copy issue, performance issues 
• ZFS Storage Appliance (Oracle)  - advances scripting required 
• Data Director (VMware) -  golden copy issue, performance issues, x86 databases only 
• Oracle 12c Snapshot Manager Utility (SMU) – hardware lock-in, requires source database have it’s datafiles located 

on Oracle ZFS Appliance 
• Delphix – works for Oracle 9,10,11 on RAC, Standard Edition and Enterprise Edition. Fully automated with time 

retention windows and end user self service provisioning. Also support SQL Server databases. 
In summary, if running Oracle 11.2.0.2 or higher, then clonedb is included in the distribution and clones can be made 
immediately. The only requirement is having a NFS mount available for the cloned  databases. Clonedb does have the 
golden copy issue and performance issues but because  it is available with no extra software or licensing it is an attractive 
option and is a skill that should be in every Oracle DBA’s toolkit. 
If interested in producing a home grown data virtualization, then either set up open source ZFS or buy an Oracle ZFS 
storage appliance and read Oracle’s white paper listed below in the references. 
If looking for an enterprise level data virtualization system that is fully automated, hardware agnostic, runs itself, and 
provides self server provisioning for end users the Delphix is the solution. 
 
References 
• CloneDB  

http://www.oracle-base.com/articles/11g/clonedb-11gr2.php 
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http://hub.opensolaris.org/bin/download/Community+Group+zfs/docs/zfslast.pdf  
• ZFS Appliance 
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• Data Director 

http://www.virtuallyghetto.com/2012/04/scripts-to-extract-vcloud-director.html  
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• EMC  
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wp.pdf 
• Delphix 

http://delphix.com 
• NetApp  

http://media.netapp.com/documents/snapmanager-oracle.pdf 

 





www.nyoug.org  212.978.8890 81 

Exadata Demystified 
Arup Nanda, Starwood Hotels 

 
If you are an Oracle DBA familiar with Oracle 11gR2 RAC, clusterware and ASM and about to become a Database 
Machine Administrator (DMA) – the folks who manage an Exadata system, the very first question you are bound to ask 
yourself – how much extra stuff you have to learn, isn’t it? If you are wondering about how much of your own prior 
knowledge you can apply, what is different in Exadata, what makes it special, fast and efficient, and a whole lot of other 
questions, this article will explain all that. Here you will learn about the magic behind the premise of the Exadata database 
machine. 
 
What is Exadata? 
Exadata is a consolidated appliance containing all those components that make up a database system – Storage, Flash 
Disks, Database Servers, Infiniband Switches, Ethernet Switches and KVM (some models). Yet, it is not an appliance. 
Why? Because of two very critical and important reasons: it has additional software to make it a better database machine 
and the components, which are engineered to work very well together, can be managed independently and not as a sealed 
blackbox. That’s why Oracle calls it a Database Machine (DBM); not an appliance or a server. Although the components 
can be managed separately it is possible (and advisable) to manage the entire system as a whole. The administrators are 
not called DBAs or system admins; but by a special term – Database Database Machine Administrator (DMA). 
 
Oracle Database System 
Before we go down to the details, let’s first start with a basic description of how an Oracle database works. The actual 
data is stored on the datafiles on the disk. However, when the user selects from the database, the data does not come from 
the disks directly. Instead, the data is sent to a memory area called database buffer cache. The smallest amount of data 
addressable by an Oracle database is a database block, which is generally 8 KB in size but could be as small as 2 KB or as 
large as 32 KB based on how the DBA has configured it. A single datablock may hold several rows of a table. When the 
user selects a table, the entire block, not a specific set of rows, are selected from the datafiles and moved to the buffer 
cache. 
Referring to Fig 1, suppose the user wants to select the rows of all the customers who are angry. The following query 
would make it happen: 
 
select name from customers where status = ‘ANGRY’; 
 
However, the data stored in the datafiles do not have any knowledge of the status column inside the files. Instead database 
server process picks up a block from the datafile and places it in the buffer cache. From the buffer, it would then extract 
the rows that satisfy the condition and return them to the user.  
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Suppose at this stage, the user wants to placate the angry customers by giving them 1 million bonus  
points. This can be done by issuing the following query: 
 
update customers set bonus = 1M where status = ‘ANGRY’; 
 
This update will not make changes in the datafile; but in the buffer cache. Later a different process, called Database Buffer 
Writer (DBWR) copies the buffers from the cache to the datafiles to make them consistent. This process is just of the 
many required to manage a database instance. Other processes such as System Monitor (SMON), process monitor 
(PMON), etc. make sure the Oracle database system works as expected. The combination of these processes and memory 
areas such as buffer cache is known as an Oracle Instance.  
In a Real Application Cluster (RAC) database system, there are two (or more) machines working on the same physical 
database system. Each machine runs an Oracle Instance. Since each instance can potentially write buffers to the disk, there 
is a risk of DBWR process of one machine overwriting the changes in the datafile made by the other leading to data 

Figure 2: Oracle RAC 

Figure 1: Oracle Instance 
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corruption. To avoid this situation, a special software known as Oracle Clusterware coordinates the changes made by 
different machines in the same cluster. This is also known as Cluster Ready Services (CRS), as shown in Fig 2. 
 
Limitations in the Current Model 
Now that you understand how the traditional Oracle model works, let’s see why there is an inherent bottleneck in the 
current design. The following components make up the processing parts of an Oracle database system 
• CPU – the processing unit where the Oracle database software is installed and where the processes of the Oracle 

Instance run. The processes send instructions to the storage to get the datablocks. 
• Memory – in the same system where the software runs and in which the database instance’s memory areas (buffer 

cache, etc.) are located. When the datablocks are retrieved from the disk, they are stored here. 
• Network – enables the communication between the CPU and the storage; could be Ethernet (for NAS) or fiber (for 

SANs). The datablocks come over this pathway. 
• I/O Controller – the subsystems that enable flow of storage related information; examples include I/O Cards, Front 

End Adapter (FEA) cards, etc.  
• Storage – the actual disks and the software system that manages them (e.g. SAN and NAS, etc.). This layer sends the 

datablocks as requested by the process running on the CPU. 
 
The performance of the database system depends on the effectiveness of these components. The faster the component is, 
the better the performance. Over the years, we have seen the performance of these components going up by leaps and 
bounds, e.g. CPU powers have risen from KHz to GHz ranges; memory has become orders of magnitude faster and more 
expansive; I/O controllers appeared making the access faster and networks changed from bits per second to today’s 
ubiquitous 10 Gbits/sec. However the story is different for storage – the disks haven’t seen that kind of dramatic 
evolution. The law of physics comes in the way – the disks can rotate only so fast and not more.  
While most of the components have become exponentially faster, they are still part of a chain and storage is the weakest 
link impacting the performance of the database system. Unless the storage becomes comparably faster, the overall 
performance will not improve with faster processors or more memory. System designers generally employ three 
techniques: 
• Putting cache on the SAN or NAS systems avoiding spinning disks 
• Moving to a flash based storage from harddisks 
• Increasing the buffer cache by adding more memory so that the database instance can find everything there without 

going to the disk 
 
While they work, they are not really solutions in case of a database system. The success of SAN caches is built upon 
predictive analytics, where the SAN software determines if a specific part of the disk is accessed more and moves it to the 
cache. This works well, if a small percentage of the disks is accessed most often. The emphasis is on disk; not data. The 
SAN does not know anything about data inside the disks; it predicts the next hot areas of the disk using some heuristics, 
which may now work well for most database systems. Most database systems are way bigger than SAN caches; so a little 
portion of the disk being on the cache doesn’t help. Besides, the SAN needs to get the data from the disk to the cache and 
that takes time leading to the I/O at the disk level being still high. SAN caches are excellent for filesystems or very small 
databases; not for a regular sized database.  
Solid state disks (also called flash disks) are definitely faster than hard drives; but they are still too expensive to be 
practical. The third argument, adding more memory to the buffer cache seems to have some merit, at least on the surface. 
However, memory is still very expensive. Besides, how much memory is enough to accommodate a major portion of the 
database? If you have a 1 GB database and 1 GB buffer cache, you might assume that the whole database will fit in the 
memory. Unfortunately, it’s not true. Oracle database fills up to 7 times the DB size in the buffer cache, as I have 
explained in my blogpost: http://arup.blogspot.com/2011/04/can-i-fit-80mb-database-completely-in.html. Trying to get as 
much memory to fit in a typical database may not be practical at all. So this option is non-viable. 
So, where does that leave us? We need to think outside the box. Let’s revisit the problem. A typical query may: 
• Select 10% of the entire storage 
• Use only 1% of the data it gets 

http://arup.blogspot.com/2011/04/can-i-fit-80mb-database-completely-in.html�
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To gain performance, adding CPU and memory is not the answer, unless you have pockets as deep as Mariana Trench. 
The feasible solution is the database needing to get less from the storage, which will make the storage more efficient 
elevating it from the weakest link position. To enable this, we can’t have the storage get all the blocks of the table from 
the spinning disks and send them to the CPU. We need to have some filtering at the storage level, i.e. the storage must be 
cognizant of the data it stores and it must understand what is being requested. This is what Exadata enables to bring that 
performance. Let’s see how that works. 
 
Magic # 1 Intellegent Communication 
Since we identified that the storage must be smart enough to filter at the disk level and return only what is relevant, it has 
to get that instruction clearly from the CPU. In other words, the CPU and IO must speak the same language. In Exadata, a 
special type of protocol, called iDB (Intelligent Protocol) allows that communication, as shown in Fig 3. In line with the 
example shown earlier, the iDB protocol allows the CPU to send what the user wants (the “NAME” column) and the filter 
(the column “STATUS” = ‘ANGRY’) to the storage rather than asking to get all the data blocks of the CUSTOMERS 
table. iDB is  
built on the top of the Infiniband network protocol and media. 
 

 
Magic # 2 Storage Cell Server 
As you saw earlier, iDB is the medium that lets the storage know what the CPU wants; but how can the storage act on that 
information? Just a bunch of disks will not make it happen. This calls for some type of processing to be present at the 
storage layer. Fig 4 shows the conceptual layout of the storage. The physical disks are attached to a server known as 
Storage Cells. The Storage Cells, which are Sun blade servers, run a special software called Exadata Storage Server (ESS) 
that can process the iDB calls and send the data back as needed. 
 

Figure 3: Intelligent iDB 
Communication 



www.nyoug.org   212.978.8890 85 

Magic # 3 Storage Indexes 
Now that you know the ESS software can understand what the user is asking for and then filter at the storage layer, the 
next logical question is how it can do so. This is where the third magic of Exadata comes in. Consider a table where a 
column named RATING is queried as follows: 
 
select name from customers where rating = 1; 
 
The ESS server needs to know which parts of the disks to search for these values. It divides the disk into 1 MB parts and 
stores the minimum and maximum values of the column for that part. Refer to the Fig 5. Suppose the occupied part of the 
disk is 4 MB meaning there will be 4 parts of 1 MB each. The figure shows how the minimum and maximum values of 
each part are recorded. Using this data, the storage server can easily determine that inside area 1, the minimum value of 
RATING is 3; so a row with RATING = 1 will not be found there. Therefore the ESS software will skip searching that 
part of this disk for that row. Similarly it will skip part 2 and part 4 of the disk. Only part 3 will have some rows. Using 
these min and max values, the ESS software can eliminate searching for 75% of the disk, reducing I/O by 75%! This 
powerful feature is known as Storage Indexes. 
 

 
Figure 5: Storage Indexes 

 
Storage Indexes are different from normal Oracle database indexes. Normal indexes reside in the database; storage 
indexes are in the memory on the storage cells. Normal indexes tell the database which specific blocks where a row can be 
found; storage indexes tell the storage server where the rows will not be found. 
But the storage indexes do not work every time. The mechanism that allows the use of power of the Storage Cells is called 
Smart Scan. If you want to find out whether Smart Scan and Storage Indexes are being used, you can use the following 
query: 

Figure 4: Storage Cell 
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select decode(name, 
 'cell physical IO bytes saved by storage index',  
    'SI Savings', 
 'cell physical IO interconnect bytes returned by smart scan', 
    'Smart Scan' 
  ) as stat_name, value/1024/1024 as stat_value  
from v$mystat s, v$statname n 
where s.statistic# = n.statistic# 
and n.name in ( 
  'cell physical IO bytes saved by storage index', 
  'cell physical IO interconnect bytes returned by smart scan'); 
 
Here is a sample output: 
 
STAT_NAME  STAT_VALUE 
---------- ---------- 
SI Savings   0.000 
Smart Scan   0.000 
 
In this Smart Scan and Storage Indexes did not yield any savings. Why not? There are several reasons. First, a simple 
explanation:  Smart Scans have been disabled by database level parameters 

 
cell_offload_processing = true; 
_kcfis_storageidx_disabled = true; 
 
Otherwise, the pre-requisites for Smart Scan haven’t been satisfied. Here are the pre-reqs: 
• Direct Path Operations 

o Full Table or Full Index Scan 
o 0 Predicates 

• Simple Comparison Operators 
 
Other reasons are: 
• Cell is not offload capable 
• The diskgroup attribute cell.smart_scan_capable set to FALSE 
• Smart Scan is not possible on clustered tables, IOTs, etc. 
 
Magic # 4 Smart Flash 
These are flash cards presented as disks; not as memory to the Storage Cells. The data, after being retrieved from the disk 
is stored in the Smart Flash. When the same data is requested, the ESS server satisfies the request from the Smart Flash 
instead of the disk. So, they are very similar to SAN cache; but Oracle, not the SAN, controls what goes in there and how 
long data stays in them. For instance, Oracle can determine the tables or indexes (not areas of the disk) that are accessed 
frequently and moves them to Smart Flash. These could come from various parts of the disks. As a DBA, you can also put 
specific objects in Smart Flash if you think they will benefit. 
While Smart Flash makes reading faster, writing is still done to the spinning disks. So the database writes do not benefit 
from Smart Flash. 
 
Magic # 5 Operation Offloading 
The ESS software does much more than just filtering at the storage level. It can perform some of the operations directly at 
the storage level and return the results to the database processes, making the overall performance quite high. This is 
known as cell offloading. Some of the processes offloaded are: 
• Bloom Filters 
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• Functions Offloading. You can know which functions can be offloaded by querying the view 
V$SQLFN_METADATA 

• Decompression with Hybrid Columnar Compression. The compression operations handled by database nodes 
• Expansion of Virtual Columns 
 
There are some additional elements for the supercharged performance as well; but these are the major ones. 
 
Components 
Now that you know the magic behind the efficiency of Exadata, let’s examine the components that make up the Exadata 
frame.  Fig 6 shows the various components and how they are represented in the Exadata frame. The CPU and memory 
are located in Sun blade servers, where the database and clusterware softwares run. These are called Compute Nodes. The 
Operating System is either Oracle Enterprise Linux or Solaris. On the bottom of the stack, the I/O controllers and disks 
are located on Sun blades as well, known as Storage Cells or Cell servers. It runs Oracle Enterprise Linux software. The 
Exadata Storage Server (ESS) runs here. The network component is implemented on Infiniband and Ethernet switches and 
infrastructure. 
 

 
Figure 6: Components of Exadata 

  
Three configuration types are available in Exadata: full rack, half rack, or quarter rack. The architecture is identical across 
all three types but the number of components differs. On a full rack, there are 14 Storage Cells and 8 Compute Nodes . 
The other configurations have proportionally number of components.  
 
Network 
Infiniband circuitry – the cells and nodes are connected through infiniband for speed and low latency. There are 3 
infiniband switches for redundancy and throughput. Note: there are no fiber switches since there is no fiber component. 
Ethernet switch – the outside world can communicate via infiniband, or by Ethernet. There is a set of Ethernet switches 
with ports open to the outside. The clients may connect to the nodes using Ethernet. DMAs and others connect to the 
nodes and cells using Ethernet as well. Backups are preferably via  
 
Storage Cells 
Each cell has 12 disks. Depending on the configuration, these disks are either 600GB high performance or 2TB high 
capacity (GB here means 1 billion bytes, not 1024MB). You have a choice in the disk type while making the purchase. 
Each cell also has 384GB of flash disks. These disks can be presented to the compute nodes as storage (to be used by the 
database) or used a secondary cache for the database cluster (called smart cache). 
Since the cells have the disks, how do the database compute nodes access them - or more specifically, how do the ASM 
instances running on the compute nodes access the disks? Well, the disks are presented to cells only, not to the compute 
nodes. The compute nodes see the disks through the cells. For the lack of a better analogy, this is akin to network-attached 
storage. (Please note, the cell disks are not presented as NAS; this is just an analogy.) 
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Two of the 12 disks are also used for the home directory and other Linux operating system files. These two disks are 
divided into different partitions as shown in Figure 7 below. he physical disks are divided into multiple partitions. Each 
partition is then presented as a LUN to the cell. Some LUNs are used to  
 

create a filesystem for the OS. The others are presented as storage to the cell. These are called cell disks. The cell disks are 
further divided as grid disks, ostensibly referencing the grid infrastructure the disks are used inside. These grid disks are 
used to build ASM Diskgroups, so they are used as ASM disks. An ASM diskgroup is made up of several ASM disks 
from multiple storage cells.  
If the diskgroup is built with normal or high redundancy (which is the usual case), the failure groups are placed in 
different cells, as shown in Figure 8. As a result, if one cell fails, the data is still available on other cells. Finally the 
database is built on these diskgroups. 
 

 
Figure 8: ASM Redundancy in Exadata Administration 

 
Now that you understand the building blocks of Exadata, hopefully you have got an idea of what type of commands are 
used where. Here is a summary of the commands necessary on various building blocks. 
• Compute Nodes 

o Linux Management – vmstat, mpstat, top, fdisk, etc. 
o ASM Commands – SQL*Plus, ASMCMD, ASMCA 
o Database Commands – startup, alter database, etc. 
o Clusterware Commands – CRSCTL, SRVCTL, etc. 

• Storage Cells 
o Linux Management – vmstat, mpstat, top, fdisk, etc. 
o CellCLI – command line tool to manage the Cell 

 

Figure 7: Disk Layout 
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How difficult are these commands to master? Actually, they are not that difficult for an Oracle DBA. Here is a breakdown 
of the skills expected of a Database Machine Administrator (DMA). 
 
Skill  Needed  

System Administrator  15%  

Storage Administrator  0%  

Network Administrator  5%  

Database Administrator  60%  

Cell Administration  20%  

 
As you can see, if you have been an Oracle 11.2 RAC Database Administrator, you already know 60% of the beast 
anyway. For the others, it’s quite easy to master. For the linux components, visit my 5-part article series on Oracle 
Technology Network, “ Linux Commands” http://bit.ly/k4mKQS. The Cell Administration is new for anyone, including 
seasoned Storage Administrators. For that, you can refer to my 4-part Exadata Command Reference article series 
http://bit.ly/lljFl0, also on OTN. All the articles are free. Using these articles you can master the rest 40% very easily to be 
successful Database Machine Administrator. 
 
Frequently Asked Questions 
Let’s go through some quite frequently asked questions on Exadata. 
Q: Do clients have to connect using Infiniband? 
A: No; Ethernet is also available. However, Infiniband allows more throughput and lower latency. 
Q: How do you back up Exadata? 
A: Through the normal RMAN Backup, just like an ordinary Oracle RAC Database. No special tricks needed for Exadata. 
Q: How do you enable Disaster Recovery? 
A: Since the storage does not support any hardware based replication, the only solution is Data Guard. The standby could 
be a non-Exadata box as long as it runs Oracle Enterprise Linux and Oracle 11.2 software. However, you can’t use any 
Exadata specific features such as Smart Scan. 
Q: Can I install any other software? 
A: Nothing is allowed on Cells. On Compute nodes software can be installed but the space is limited. Generally you may 
want to install client software like Golden Gate, etc. 
Q: How do I monitor it? 
A: There are several ways to monitor it. Oracle Enterprise Manager Grid Control has a plugin specific ally for Exadata. 
Besides the CellCLI commands (available in Exadata Comamnd Reference article series shown above) is used to monitor 
Cells. Ordinary SQL commands are used to monitor the database. 
 
Conclusion 
The purpose of this article was to explain  various components of Exadata and how they play together to bring the fast 
performance. In summary: 
• Exadata has an Oracle Database running 11.2 RAC 

http://bit.ly/k4mKQS�
http://bit.ly/lljFl0�
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• The storage cells have added intelligence about data placement 
• The compute nodes run Oracle database and Grid Infrastructure software 
• Nodes communicate with Cells using iDB which can send more information on the query 
• Smart Scan, when possible, reduces I/O at cells for Direct Path operations 
• Cell is managed by CellCLI commands 
• DMA skills = 60% RAC DBA + 15% Linux + 20% CellCLI + 5% miscellaneous 
 
Hopefully you will now appreciate the engineering behind the Exadata Database Machine making it faster than a regular 
Oracle database running on same or similar hardware. In this article I attempted to make sure you understand the 
workings under the hood so that it is no longer a “magic” but simply technology at work. Understanding this technology 
helps you shed the fear and uncertainty and enable you to assume the role of a Database Machine Administrator with 
aplomb. Good luck and happy DMA’ing. 
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