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Oracle12c Clusterware Concepts
 A cluster consists of one or more servers. 

 Access to an external network is the same for a server 
in a cluster (also known as a cluster member or node) is 
similar to that of a standalone server. 

 Each cluster member or node requires a second network 
named Interconnect. 

 A cluster member or node requires at least two network 
interface cards: one for a public network (e.g., eth0, 
TCP/IP) and one for a private network (e.g., eth1, UDP).

 The interconnect network is a private network using a 
switch (or multiple switches) that only the nodes in the 
cluster can access.
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Presentation Notes
Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Concepts
Voting Files
 Oracle Clusterware uses voting files to determine node 

membership in a cluster. You can configure voting files on Oracle 
ASM, or you can configure voting files on shared storage.

 If you configure voting files on Oracle ASM, then you do not need 
to manually configure the voting files. Depending on the 
redundancy of your disk group, an appropriate number of voting 
files are created.

 Otherwise, Oracle recommends that you have a minimum of three 
voting files on physically separate storage to avoid a single point of 
failure. If a single voting file is configured, then external mirroring 
is required to provide redundancy.

 Oracle recommends that you do not use more than five voting files, 
although a maximum of 15 is supported.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Concepts
Oracle Cluster Registry
 Oracle Clusterware uses the Oracle Cluster Registry (OCR) to store 

and manage information about the components that Oracle 
Clusterware controls, such as Oracle RAC databases, listeners, 
virtual IP addresses (VIPs), and services and any applications. 

 OCR stores configuration information in a series of key-value pairs 
in a tree structure. To ensure cluster high availability, Oracle 
recommends that you define multiple OCR locations. Besides:
 Up to five OCR locations are supported

 Each OCR location must reside on shared storage that is accessible by all of the 
nodes in the cluster

 A failed OCR location can be replaced online if it is not the only OCR location

 It is possible to update OCR through supported utilities such as Oracle Enterprise 
Manager, the Oracle Clusterware Control Utility (CRSCTL), the Server Control 
Utility (SRVCTL), the OCR configuration utility (OCRCONFIG), or the Database 
Configuration Assistant (DBCA).
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Networking Concepts
• Oracle Clusterware Network Configuration Concepts
• Oracle Clusterware enables a dynamic Oracle Grid 

Infrastructure through the self-management of the network 
requirements for the cluster. 

• Oracle Clusterware 12c supports:
• Dynamic Host Configuration Protocol (DHCP)
• Stateless address auto-configuration for the VIP addresses
• Single Client Access Name (SCAN) address, but not the 

public address. 
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When you are using Oracle RAC, all of the clients must be able to reach the database, which means that the clients must resolve VIP and SCAN names to all of the VIP and SCAN addresses, respectively. This problem is solved by the addition of Grid Naming Service (GNS) to the cluster. GNS is linked to the corporate Domain Name Service (DNS) so that clients can resolve host names to these dynamic addresses and transparently connect to the cluster and the databases. Oracle supports using GNS without DHCP or zone delegation in Oracle Clusterware 12c (as with Oracle Flex ASM server clusters, which you can configure without zone delegation or dynamic networks).Oracle does not support using GNS without DHCP or zone delegation on Windows.Beginning with Oracle Clusterware 12c, a GNS instance can now service multiple clusters rather than just one, thus only a single domain must be delegated to GNS in DNS. GNS still provides the same services as in previous versions of Oracle Clusterware.The cluster in which the GNS server runs is referred to as the server cluster. A client cluster advertises its names with the server cluster. Only one GNS daemon process can run on the server cluster. Oracle Clusterware puts the GNS daemon process on one of the nodes in the cluster to maintain availability.In order for GNS to function on the server cluster, you must have the following:The DNS administrator must delegate a zone for use by GNSA GNS instance must be running somewhere on the network and it must not be blocked by a firewallAll of the node names in a set of clusters served by GNS must be uniqueSingle Client Access Name (SCAN)The SCAN is a domain name registered to at least one and up to three IP addresses, either in DNS or GNS. When using GNS and DHCP, Oracle Clusterware configures the VIP addresses for the SCAN name that is provided during cluster configuration.The node VIP and the three SCAN VIPs are obtained from the DHCP server when using GNS. If a new server joins the cluster, then Oracle Clusterware dynamically obtains the required VIP address from the DHCP server, updates the cluster resource, and makes the server accessible through GNS.Alternatively, you can choose manual address configuration, in which you configure the following:One public address and host name for each node.One VIP address for each node.You must assign a VIP address to each node in the cluster. Each VIP address must be on the same subnet as the public IP address for the node and should be an address that is assigned a name in the DNS. Each VIP address must also be unused and unpingable from within the network before you install Oracle Clusterware.Up to three SCAN addresses for the entire cluster.The SCAN must resolve to at least one address on the public network. For high availability and scalability, Oracle recommends that you configure the SCAN to resolve to three addresses on the public network.



Oracle12c Clusterware Technology Stack 

Oracle Clusterware consists of two separate technology 
stacks: 

• The upper technology stack anchored by the Cluster 
Ready Services (CRS) daemon (CRSD) 

• The lower technology stack anchored by the Oracle 
High Availability Services daemon (OHASD). 
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Presentation Notes
These two technology stacks have several processes that facilitate cluster operations. The following sections describe these technology stacks in more detail:The Cluster Ready Services Technology StackThe Oracle High Availability Services Technology StackThe Cluster Ready Services Technology StackThe following list describes the processes that comprise CRS:Cluster Ready Services (CRS): The primary program for managing high availability operations in a cluster.The CRSD manages cluster resources based on the configuration information that is stored in OCR for each resource. This includes start, stop, monitor, and failover operations. The CRSD process generates events when the status of a resource changes. When you have Oracle RAC installed, the CRSD process monitors the Oracle database instance, listener, and so on, and automatically restarts these components when a failure occurs.Cluster Synchronization Services (CSS): Manages the cluster configuration by controlling which nodes are members of the cluster and by notifying members when a node joins or leaves the cluster. If you are using certified third-party clusterware, then CSS processes interface with your clusterware to manage node membership information.The cssdagent process monitors the cluster and provides I/O fencing. This service formerly was provided by Oracle Process Monitor Daemon (oprocd), also known as OraFenceService on Windows. A cssdagent failure may result in Oracle Clusterware restarting the node.Oracle ASM: Provides disk management for Oracle Clusterware and Oracle Database.Cluster Time Synchronization Service (CTSS): Provides time management in a cluster for Oracle Clusterware.Event Management (EVM): A background process that publishes events that Oracle Clusterware creates.Grid Naming Service (GNS): Handles requests sent by external DNS servers, performing name resolution for names defined by the cluster.Oracle Agent (oraagent): Extends clusterware to support Oracle-specific requirements and complex resources. This process runs server callout scripts when FAN events occur. This process was known as RACG in Oracle Clusterware 11g release 1 (11.1).Oracle Notification Service (ONS): A publish and subscribe service for communicating Fast Application Notification (FAN) events.Oracle Root Agent(orarootagent): A specialized oraagent process that helps the CRSD manage resources owned by root, such as the network, and the Grid virtual IP address.The Cluster Synchronization Service (CSS), Event Management (EVM), and Oracle Notification Services (ONS) components communicate with other cluster component layers on other nodes in the same cluster database environment. These components are also the main communication links between Oracle Database, applications, and the Oracle Clusterware high availability components. In addition, these background processes monitor and manage database operations.The Oracle High Availability Services Technology StackThe following list describes the processes that comprise the Oracle High Availability Services technology stack:appagent: Protects any resources of the application resource type used in previous versions of Oracle Clusterware.Cluster Logger Service (ologgerd): Receives information from all the nodes in the cluster and persists in an Oracle Grid Infrastructure Management Repository-based database. This service runs on only two nodes in a cluster.Grid Interprocess Communication (GIPC): A support daemon that enables Redundant Interconnect Usage.Grid Plug and Play (GPNPD): Provides access to the Grid Plug and Play profile, and coordinates updates to the profile among the nodes of the cluster to ensure that all of the nodes have the most recent profile.Multicast Domain Name Service (mDNS): Used by Grid Plug and Play to locate profiles in the cluster, and by GNS to perform name resolution. The mDNS process is a background process on Linux and UNIX and on Windows.Oracle Agent (oraagent): Extends clusterware to support Oracle-specific requirements and complex resources. This process manages daemons that run as the Oracle Clusterware owner, like the GIPC, GPNPD, and GIPC daemons.o as the server cluster. A client cluster advertises its names with the server cluster. Only one GNS daemon process can run on the server cluster. Oracle Clusterware puts the GNS daemon process on one of the nodes in the cluster to maintain availability.In previous, single-cluster versions of GNS, the single cluster could easily locate the GNS service provider within itself. In the multicluster environment, however, the client clusters must know the GNS address of the server cluster. Given that address, client clusters can find the GNS server running on the server cluster.In order for GNS to function on the server cluster, you must have the following:The DNS administrator must delegate a zone for use by GNSA GNS instance must be running somewhere on the network and it must not be blocked by a firewallAll of the node names in a set of clusters served by GNS must be uniqueSingle Client Access Name (SCAN)The SCAN is a domain name registered to at least one and up to three IP addresses, either in DNS or GNS. When using GNS and DHCP, Oracle Clusterware configures the VIP addresses for the SCAN name that is provided during cluster configuration.The node VIP and the three SCAN VIPs are obtained from the DHCP server when using GNS. If a new server joins the cluster, then Oracle Clusterware dynamically obtains the required VIP address from the DHCP server, updates the cluster resource, and makes the server accessible through GNS.Configuring Addresses ManuallyAlternatively, you can choose manual address configuration, in which you configure the following:One public address and host name for each node.One VIP address for each node.You must assign a VIP address to each node in the cluster. Each VIP address must be on the same subnet as the public IP address for the node and should be an address that is assigned a name in the DNS. Each VIP address must also be unused and unpingable from within the network before you install Oracle Clusterware.Up to three SCAN addresses for the entire cluster.The SCAN must resolve to at least one address on the public network. For high availability and scalability, Oracle recommends that you configure the SCAN to resolve to three addresses on the public network.



Oracle12c Clusterware Technology Stack 
• A summary of these technology stacks involves, among others:
• The Cluster Ready Services Technology Stack
• The Oracle High Availability Services Technology Stack
• The Cluster Ready Services Technology Stack
• The following list describes the processes that comprise CRS:

• Cluster Ready Services (CRS): The primary program for managing high availability 
operations in a cluster.

• The CRSD manages cluster resources based on the configuration information that 
is stored in OCR for each resource. This includes start, stop, monitor, and failover 
operations. 

• Cluster Synchronization Services (CSS): Manages the cluster configuration by 
controlling which nodes are members of the cluster and by notifying members 
when a node joins or leaves the cluster. 

• The cssdagent process monitors the cluster and provides I/O fencing. This service 
formerly was provided by Oracle Process Monitor Daemon (oprocd), also known 
as OraFenceService on Windows. A cssdagent failure may result in Oracle 
Clusterware restarting the node.

• Oracle ASM: Provides disk management for Oracle Clusterware and Oracle 
Database.

• Cluster Time Synchronization Service (CTSS): Provides time management in a 
cluster for Oracle Clusterware.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Technology Stack 
• Event Management (EVM): A background process that publishes events that Oracle 

Clusterware creates.
• Grid Naming Service (GNS): Handles requests sent by external DNS servers, 

performing name resolution for names defined by the cluster.
• Oracle Agent (oraagent): Extends clusterware to support Oracle-specific 

requirements and complex resources. This process runs server callout scripts when 
FAN events occur. This process was known as RACG in Oracle Clusterware 
11g release 1 (11.1).

• Oracle Notification Service (ONS): A publish and subscribe service for 
communicating Fast Application Notification (FAN) events.

• Oracle Root Agent(orarootagent): A specialized oraagent process that helps the 
CRSD manage resources owned by root, such as the network, and the Grid virtual 
IP address.

• The Cluster Synchronization Service (CSS), Event Management (EVM), and Oracle 
Notification Services (ONS) components communicate with other cluster 
component layers on other nodes in the same cluster database environment. These 
components are also the main communication links between Oracle Database, 
applications, and the Oracle Clusterware high availability components. In addition, 
these background processes monitor and manage database operations.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Technology Stack 
The Oracle High Availability Services Technology Stack
Processes that comprise the Oracle High Availability Services technology stack:
• appagent: Protects any resources of the application resource type used in previous 

versions of Oracle Clusterware.
• Cluster Logger Service (ologgerd): Receives information from all the nodes in the 

cluster and persists in an Oracle Grid Infrastructure Management Repository-based 
database. This service runs on only two nodes in a cluster.

• Grid Interprocess Communication (GIPC): A support daemon that enables 
Redundant Interconnect Usage.

• Grid Plug and Play (GPNPD): Provides access to the Grid Plug and Play profile, and 
coordinates updates to the profile among the nodes of the cluster to ensure that all 
of the nodes have the most recent profile.

• Multicast Domain Name Service (mDNS): Used by Grid Plug and Play to locate 
profiles in the cluster, and by GNS to perform name resolution. The mDNS process is 
a background process on Linux and UNIX and on Windows.

• Oracle Agent (oraagent): Extends clusterware to support Oracle-specific 
requirements and complex resources. This process manages daemons that run as 
the Oracle Clusterware owner, like the GIPC, GPNPD, and GIPC daemons.o as 
the server cluster. A client cluster advertises its names with the server cluster. Only 
one GNS daemon process can run on the server cluster. Oracle Clusterware puts the 
GNS daemon process on one of the nodes in the cluster to maintain availability.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Technology Stack 

In order for GNS to function on the server cluster, the following 
should be in place:

• The DNS administrator must delegate a zone for use by GNS

• A GNS instance must be running somewhere on the network and it 
must not be blocked by a firewall

• All of the node names in a set of clusters served by GNS must be 
unique.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.
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Single Client Access Name (SCAN)
The SCAN is a domain name registered to at least one and up to three IP addresses, 
either in DNS or GNS. When using GNS and DHCP, Oracle Clusterware configures the 
VIP addresses for the SCAN name that is provided during cluster configuration.

The node VIP and the three SCAN VIPs are obtained from the DHCP server when using 
GNS. If a new server joins the cluster, then Oracle Clusterware dynamically obtains the 
required VIP address from the DHCP server, updates the cluster resource, and makes 
the server accessible through GNS.

Configuring Addresses Manually
• One public address and host name for each node.

• One VIP address for each node.

• The DBA must assign a VIP address to each node in the cluster. Each VIP address 
must be on the same subnet as the public IP address for the node and should be an 
address that is assigned a name in the DNS. Each VIP address must also be unused 
and unpingable from within the network before you install Oracle Clusterware.

• Up to three SCAN addresses for the entire cluster.

• The SCAN must resolve to at least one address on the public network. For high 
availability and scalability, Oracle recommends that you configure the SCAN to 
resolve to three addresses on the public network.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware HAS Technology Stack: 
Processes and Services 
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses. As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Functional, Technical, and Business Concepts

The Grid is the cloud. The cloud is the grid...



Managing Oracle12c Clusterware Environments 

List of tools and utilities to manage Oracle Clusterware 
environment:
• Cluster Health Monitor (CHM)

• Cluster Verification Utility.

• Oracle Cluster Registry Configuration Tool (OCRCONFIG)

• OCRCHECK

• OCRDUMP

• Oracle Clusterware Control (CRSCTL), (Node-to-Node cluster-aware).

• Oracle Enterprise Manager

• Oracle Interface Configuration Tool (OIFCFG)

• Server Control (SRVCTL)
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Presentation Notes
Overview of Managing Oracle Clusterware EnvironmentsThe following list describes the tools and utilities for managing your Oracle Clusterware environment:Cluster Health Monitor (CHM): Cluster Health Monitor detects and analyzes operating system and cluster resource-related degradation and failures to provide more details to users for many Oracle Clusterware and Oracle RAC issues, such as node eviction. The tool continuously tracks the operating system resource consumption at the node, process, and device levels. It collects and analyzes the clusterwide data. In real-time mode, when thresholds are met, the tool shows an alert to the user. For root-cause analysis, historical data can be replayed to understand what was happening at the time of failure.Cluster Verification Utility (CVU): CVU is a command-line utility that you use to verify a range of cluster and Oracle RAC specific components. Use CVU to verify shared storage devices, networking configurations, system requirements, and Oracle Clusterware, and operating system groups and users.Install and use CVU for both preinstallation and postinstallation checks of your cluster environment. CVU is especially useful during preinstallation and during installation of Oracle Clusterware and Oracle RAC components to ensure that your configuration meets the minimum installation requirements. Also use CVU to verify your configuration after completing administrative tasks, such as node additions and node deletions.Oracle Cluster Registry Configuration Tool (OCRCONFIG): OCRCONFIG is a command-line tool for OCR administration. You can also use the OCRCHECK and OCRDUMP utilities to troubleshoot configuration problems that affect OCR.Oracle Clusterware Control (CRSCTL): CRSCTL is a command-line tool that you can use to manage Oracle Clusterware. Use CRSCTL for general clusterware management, management of individual resources, configuration policies, and server pools for non-database applications.Oracle Clusterware 12c introduces cluster-aware commands with which you can perform operations from any node in the cluster on another node in the cluster, or on all nodes in the cluster, depending on the operation.You can use crsctl commands to monitor cluster resources (crsctl status resource) and to monitor and manage servers and server pools other than server pools that have names prefixed with ora.*, such as crsctl status server, crsctl status serverpool, crsctl modify serverpool, and crsctl relocate server. You can also manage Oracle High Availability Services on the entire cluster (crsctl start | stop | enable | disable | config crs), using the optional node-specific arguments -n or -all. You also can use CRSCTL to manage Oracle Clusterware on individual nodes (crsctl start | stop | enable | disable | config crs).Oracle Enterprise Manager: Oracle Enterprise Manager has both the Cloud Control and Grid Control GUI interfaces for managing both single instance and Oracle RAC database environments. It also has GUI interfaces to manage Oracle Clusterware and all components configured in the Oracle Grid Infrastructure installation. Oracle recommends that you use Oracle Enterprise Manager to perform administrative tasks.Oracle Interface Configuration Tool (OIFCFG): OIFCFG is a command-line tool for both single-instance Oracle databases and Oracle RAC environments. Use OIFCFG to allocate and deallocate network interfaces to components. You can also use OIFCFG to direct components to use specific network interfaces and to retrieve component configuration information.Server Control (SRVCTL): SRVCTL is a command-line interface that you can use to manage Oracle resources, such as databases, services, or listeners in the cluster.You can only use SRVCTL to manage server pools that have names prefixed with ora.*.
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Presenter
Presentation Notes
Overview of Managing Oracle Clusterware EnvironmentsThe following list describes the tools and utilities for managing your Oracle Clusterware environment:Cluster Health Monitor (CHM): Cluster Health Monitor detects and analyzes operating system and cluster resource-related degradation and failures to provide more details to users for many Oracle Clusterware and Oracle RAC issues, such as node eviction. The tool continuously tracks the operating system resource consumption at the node, process, and device levels. It collects and analyzes the clusterwide data. In real-time mode, when thresholds are met, the tool shows an alert to the user. For root-cause analysis, historical data can be replayed to understand what was happening at the time of failure.Cluster Verification Utility (CVU): CVU is a command-line utility that you use to verify a range of cluster and Oracle RAC specific components. Use CVU to verify shared storage devices, networking configurations, system requirements, and Oracle Clusterware, and operating system groups and users.Install and use CVU for both preinstallation and postinstallation checks of your cluster environment. CVU is especially useful during preinstallation and during installation of Oracle Clusterware and Oracle RAC components to ensure that your configuration meets the minimum installation requirements. Also use CVU to verify your configuration after completing administrative tasks, such as node additions and node deletions.Oracle Cluster Registry Configuration Tool (OCRCONFIG): OCRCONFIG is a command-line tool for OCR administration. You can also use the OCRCHECK and OCRDUMP utilities to troubleshoot configuration problems that affect OCR.Oracle Clusterware Control (CRSCTL): CRSCTL is a command-line tool that you can use to manage Oracle Clusterware. Use CRSCTL for general clusterware management, management of individual resources, configuration policies, and server pools for non-database applications.Oracle Clusterware 12c introduces cluster-aware commands with which you can perform operations from any node in the cluster on another node in the cluster, or on all nodes in the cluster, depending on the operation.You can use crsctl commands to monitor cluster resources (crsctl status resource) and to monitor and manage servers and server pools other than server pools that have names prefixed with ora.*, such as crsctl status server, crsctl status serverpool, crsctl modify serverpool, and crsctl relocate server. You can also manage Oracle High Availability Services on the entire cluster (crsctl start | stop | enable | disable | config crs), using the optional node-specific arguments -n or -all. You also can use CRSCTL to manage Oracle Clusterware on individual nodes (crsctl start | stop | enable | disable | config crs).Oracle Enterprise Manager: Oracle Enterprise Manager has both the Cloud Control and Grid Control GUI interfaces for managing both single instance and Oracle RAC database environments. It also has GUI interfaces to manage Oracle Clusterware and all components configured in the Oracle Grid Infrastructure installation. Oracle recommends that you use Oracle Enterprise Manager to perform administrative tasks.Oracle Interface Configuration Tool (OIFCFG): OIFCFG is a command-line tool for both single-instance Oracle databases and Oracle RAC environments. Use OIFCFG to allocate and deallocate network interfaces to components. You can also use OIFCFG to direct components to use specific network interfaces and to retrieve component configuration information.Server Control (SRVCTL): SRVCTL is a command-line interface that you can use to manage Oracle resources, such as databases, services, or listeners in the cluster.You can only use SRVCTL to manage server pools that have names prefixed with ora.*.
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Overview of Cloning and Extending Oracle Clusterware in Grid Environments

Cloning nodes is the preferred method of creating new clusters. The cloning 
process copies Oracle Clusterware software images to other nodes that have 
similar hardware and software. Use cloning to quickly create several clusters of 
the same configuration. Before using cloning, you must install an Oracle 
Clusterware home successfully on at least one node using the instructions in 
your platform-specific Oracle Clusterware installation guide.

For new installations, or if you must install on only one cluster, Oracle 
recommends that you use the automated and interactive installation methods, 
such as Oracle Universal Installer or the Provisioning Pack feature of Oracle 
Enterprise Manager. These methods perform installation checks to ensure a 
successful installation. To add or delete Oracle Clusterware from nodes in the 
cluster, use the addnode.sh and rootcrs.pl scripts.
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Presentation Notes
Overview of the Oracle Clusterware High Availability Framework and APIsOracle Clusterware provides many high availability application programming interfaces called CLSCRS APIs that you use to enable Oracle Clusterware to manage applications or processes that run in a cluster. The CLSCRS APIs enable you to provide high availability for all of your applications.You can define a VIP address for an application to enable users to access the application independently of the node in the cluster on which the application is running. This is referred to as the application VIP. You can define multiple application VIPs, with generally one application VIP defined for each application running. The application VIP is related to the application by making it dependent on the application resource defined by Oracle Clusterware.To maintain high availability, Oracle Clusterware components can respond to status changes to restart applications and processes according to defined high availability rules. You can use the Oracle Clusterware high availability framework by registering your applications with Oracle Clusterware and configuring the clusterware to start, stop, or relocate your application processes. That is, you can make custom applications highly available by using Oracle Clusterware to create profiles that monitor, relocate, and restart your applications.Overview of Cluster Time ManagementThe Cluster Time Synchronization Service (CTSS) is installed as part of Oracle Clusterware and runs in observer mode if it detects a time synchronization service or a time synchronization service configuration, valid or broken, on the system. For example, if the etc/ntp.conf file exists on any node in the cluster, then CTSS runs in observer mode even if no time synchronization software is running.If CTSS detects that there is no time synchronization service or time synchronization service configuration on any node in the cluster, then CTSS goes into active mode and takes over time management for the cluster.If CTSS is running in active mode while another, non-NTP, time synchronization software is running, then you can change CTSS to run in observer mode by creating a file called etc/ntp.conf. CTSS puts an entry in the alert log about the change to observer mode.When nodes join the cluster, if CTSS is in active mode, then it compares the time on those nodes to a reference clock located on one node in the cluster. If there is a discrepancy between the two times and the discrepancy is within a certain stepping limit, then CTSS performs step time synchronization, which is to step the time, forward or backward, of the nodes joining the cluster to synchronize them with the reference.Clocks on nodes in the cluster become desynchronized with the reference clock (a time CTSS uses as a basis and is on the first node started in the cluster) periodically for various reasons. When this happens, CTSS performs slew time synchronization, which is to speed up or slow down the system time on the nodes until they are synchronized with the reference system time. In this time synchronization method, CTSS does not adjust time backward, which guarantees monotonic increase of the system time.When Oracle Clusterware starts, if CTSS is running in active mode and the time discrepancy is outside the stepping limit (the limit is 24 hours), then CTSS generates an alert in the alert log, exits, and Oracle Clusterware startup fails. You must manually adjust the time of the nodes joining the cluster to synchronize with the cluster, after which Oracle Clusterware can start and CTSS can manage the time for the nodes.When performing slew time synchronization, CTSS never runs time backward to synchronize with the reference clock. CTSS periodically writes alerts to the alert log containing information about how often it adjusts time on nodes to keep them synchronized with the reference clock.CTSS writes entries to the Oracle Clusterware alert log and syslog when it:Detects a time changeDetects significant time difference from the reference nodeThe mode switches from observer to active or vice versaHaving CTSS running to synchronize time in a cluster facilitates troubleshooting Oracle Clusterware problems, because you will not have to factor in a time offset for a sequence of events on different nodes.To activate CTSS in your cluster, you must stop and deconfigure the vendor time synchronization service on all nodes in the cluster. CTSS detects when this happens and assumes time management for the cluster.For example, to deconfigure NTP, you must remove or rename the etc/ntp.conf file.Similarly, to deactivate CTSS in your cluster:1. Configure the vendor time synchronization service on all nodes in the cluster. CTSS detects this change and reverts back to observer mode.2. Use the crsctl check ctss command to ensure that CTSS is operating in observer mode.3. Start the vendor time synchronization service on all nodes in the cluster.4. Use the cluvfy comp clocksync -n all command to verify that the vendor time synchronization service is operating.Oracle Grid Infrastructure Installation Guide for your platform for information about configuring NTP for Oracle Clusterware, or disabling it to use CTSS
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Role-separated management is a feature you can implement that enables 
multiple applications and databases to share the same cluster and hardware 
resources, in a coordinated manner, by setting permissions on server pools or 
resources, to provide or restrict access to resources, as required.

There are two possible Role-separated management implementations, namely:

Vertical implementation (between layers) describes a role separation 
approach based on different operating system users and groups used for 
various layers in the technology stack. Permissions on server pools and 
resources are granted to different users (and groups) for each layer in the stack 
using access control lists. Oracle Automatic Storage Management (ASM) offers 
setting up role separation as part of the Oracle Grid Infrastructure installation 
based on a granular assignment of operating system groups for specific roles.

Horizontal implementation (within one layer) describes a role separation 
approach that restricts resource access within one layer using access 
permissions for resources that are granted using access control lists assigned 
to server pools and policy-managed databases or applications.
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Role-separated management is a feature you can implement that enables multiple applications and databases to share the same cluster and hardware resources, in a coordinated manner, by setting permissions on server pools or resources, to provide or restrict access to resources, as required.You can implement role-separated management in one of two ways:Vertical implementation (between layers) describes a role separation approach based on different operating system users and groups used for various layers in the technology stack. Permissions on server pools and resources are granted to different users (and groups) for each layer in the stack using access control lists. Oracle Automatic Storage Management (ASM) offers setting up role separation as part of the Oracle Grid Infrastructure installation based on a granular assignment of operating system groups for specific roles.Horizontal implementation (within one layer) describes a role separation approach that restricts resource access within one layer using access permissions for resources that are granted using access control lists assigned to server pools and policy-managed databases or applications.For example, consider an operating system user called grid, with primary operating system group oinstall, that installs Oracle Grid Infrastructure and creates two database server pools. The operating system users ouser1 and ouser2 must be able to operate within a server pool, but should not be able to modify those server pools so that hardware resources can be withdrawn from other server pools either accidentally or intentionally.You can configure server pools before you deploy database software and databases by configuring a respective policy set.Role-separated management in Oracle Clusterware no longer depends on a cluster administrator (but backward compatibility is maintained). By default, the user that installed Oracle Clusterware in the Oracle Grid Infrastructure home (Grid home) and root are permanent cluster administrators. Primary group privileges (oinstall by default) enable database administrators to create databases in newly created server pools using the Database Configuration Assistant (DBCA), but do not enable role separation.Note:Oracle recommends that you enable role separation before you create the first server pool in the cluster. Create and manage server pools using configuration policies and a respective policy set. Access permissions are stored for each server pool in the ACL attribute, described in Table 3-1, "Server Pool Attributes".Managing Cluster Administrators in the ClusterThe ability to create server pools in a cluster is limited to the cluster administrators. In prior releases, by default, every registered operating system user was considered a cluster administrator and, if necessary, the default could be changed using crsctl add | delete crs administrator commands. The use of these commands, however, is deprecated in this release and, instead, you should use the access control list (ACL) of the policy set to control the ability to create server pools.As a rule, to have permission to create a server pool, the operating system user or an operating system group of which the user is a member must have the read, write, and execute permissions set in the ACL attribute. Use the crsctl modify –attr "ACL=value" command to add or remove permissions for operating systpolicysetem users and groups.Configuring Horizontal Role SeparationUse the crsctl setperm command to configure horizontal role separation using ACLs that are assigned to server pools, resources, or both. The CRSCTL utility is located in the path Grid_home/bin, where Grid_home is the Oracle Grid Infrastructure for a cluster home.The command uses the following syntax, where the access control (ACL) string is indicated by italics:crsctl setperm {resource | type | serverpool} name {-u acl_string |  -x acl_string | -o user_name | -g group_name} The flag options are:-u: Update the entity ACL-x: Delete the entity ACL-o: Change the entity owner-g: Change the entity primary groupThe ACL strings are:{ user:user_name[:readPermwritePermexecPerm]   |      group:group_name[:readPermwritePermexecPerm] |      other[::readPermwritePermexecPerm] } where:user: Designates the user ACL (access permissions granted to the designated user)group: Designates the group ACL (permissions granted to the designated group members)other: Designates the other ACL (access granted to users or groups not granted particular access permissions)readperm: Location of the read permission (r grants permission and "-" forbids permission)writeperm: Location of the write permission (w grants permission and "-" forbids permission)execperm: Location of the execute permission (x grants permission, and "-" forbids permission)For example, to set permissions on a server pool called psft for the grouppersonnel, where the administrative user has read/write/execute privileges, the members of the personnel group have read/write privileges, and users outside of the group are granted no access, enter the following command as the root user:# crsctl setperm serverpool psft -u user:personadmin:rwx,group:personnel:rw-,   other::--- Overview of Grid Naming ServiceReview the following sections to use Grid Naming Service (GNS) for address resolution:Network Administration Tasks for GNS and GNS Virtual IP AddressUnderstanding Grid Naming Service Configuration OptionsNetwork Administration Tasks for GNS and GNS Virtual IP AddressTo implement GNS, your network administrator must configure the DNS to set up a domain for the cluster, and delegate resolution of that domain to the GNS VIP. You can use a separate domain, or you can create a subdomain of an existing domain for the cluster.GNS distinguishes between nodes by using cluster names and individual node identifiers as part of the host name for that cluster node, so that cluster node 123 in cluster A is distinguishable from cluster node 123 in cluster B.However, if you configure host names manually, then the subdomain you delegate to GNS should have no subdomains. For example, if you delegate the subdomainmydomain.example.com to GNS for resolution, then there should be noother.mydomain.example.com domains. Oracle recommends that you delegate a subdomain to GNS that is used by GNS exclusively.Note:You can use GNS without DNS delegation in configurations where static addressing is being done, such as in Oracle Flex ASM or Oracle Flex Clusters. However, GNS requires a domain be delegated to it if addresses are assigned using DHCP.The GNS daemon and the GNS VIP run on one node in the server cluster. The GNS daemon listens on the GNS VIP using port 53 for DNS requests. Oracle Clusterware manages the GNS daemon and the GNS VIP to ensure that they are always available. If the server on which the GNS daemon is running fails, then Oracle Clusterware fails over the GNS daemon and the GNS VIP to a surviving cluster member node. If the cluster is an Oracle Flex Cluster configuration, then Oracle Clusterware fails over the GNS daemon and the GNS VIP to a Hub Node.Note:Oracle Clusterware does not fail over GNS addresses to different clusters. Failovers occur only to members of the same cluster.Understanding Grid Naming Service Configuration OptionsGNS can run in either automatic or standard cluster address configuration mode.Automatic configuration uses either the Dynamic Host Configuration Protocol (DHCP) for IPv4 addresses or the Stateless Address Autoconfiguration Protocol (autoconfig) (RFC 2462 and RFC 4862) for IPv6 addresses.This section includes the following topics:Automatic Configuration Option for AddressesStatic Configuration Option for AddressesShared GNS Option for AddressesAutomatic Configuration Option for AddressesWith automatic configurations, a DNS administrator delegates a domain on the DNS to be resolved through the GNS subdomain. During installation, Oracle Universal Installer assigns names for each cluster member node interface designated for Oracle Grid Infrastructure use during installation or configuration. SCANs and all other cluster names and addresses are resolved within the cluster, rather than on the DNS.Automatic configuration occurs in one of the following ways:For IPv4 addresses, Oracle Clusterware assigns unique identifiers for each cluster member node interface allocated for Oracle Grid Infrastructure, and generates names using these identifiers within the subdomain delegated to GNS. A DHCP server assigns addresses to these interfaces, and GNS maintains address and name associations with the IPv4 addresses leased from the IPv4 DHCP pool.For IPv6 addresses, Oracle Clusterware automatically generates addresses with autoconfig.Static Configuration Option for AddressesWith static configurations, no subdomain is delegated. A DNS administrator configures the GNS VIP to resolve to a name and address configured on the DNS, and a DNS administrator configures a SCAN name to resolve to three static addresses for the cluster. A DNS administrator also configures a static public IP name and address, and virtual IP name and address for each cluster member node. A DNS administrator must also configure new public and virtual IP names and addresses for each node added to the cluster. All names and addresses are resolved by DNS.GNS without subdomain delegation using static VIP addresses and SCANs enables Oracle Flex Cluster and CloudFS features that require name resolution information within the cluster. However, any node additions or changes must be carried out as manual administration tasks.Shared GNS Option for AddressesWith dynamic configurations, you can configure GNS to provide name resolution for one cluster, or to advertise resolution for multiple clusters, so that a single GNS instance can perform name resolution for multiple registered clusters. This option is called shared GNS.Note:All of the node names in a set of clusters served by GNS must be unique.Shared GNS provides the same services as standard GNS, and appears the same to clients receiving name resolution. The difference is that the GNS daemon running on one cluster is configured to provide name resolution for all clusters in domains that are delegated to GNS for resolution, and GNS can be centrally managed using SRVCTL commands. You can use shared GNS configuration to minimize network administration tasks across the enterprise for Oracle Grid Infrastructure clusters.You cannot use the static address configuration option for a cluster providing shared GNS to resolve addresses in a multi-cluster environment. Shared GNS requires automatic address configuration, either through addresses assigned by DHCP, or by IPv6 stateless address autoconfiguration.Oracle Universal Installer enables you to configure static addresses with GNS for shared GNS clients or servers, with GNS used for discovery.Configuring Oracle Grid Infrastructure Using Configuration WizardAfter performing a software-only installation of the Oracle Grid Infrastructure, you can configure the software using Configuration Wizard. This wizard assists you with editing the crsconfig_params configuration file. Similar to the Oracle Grid Infrastructure installer, the Configuration Wizard performs various validations of the Grid home and inputs before and after you run through the wizard.Using the Configuration Wizard, you can configure a new Oracle Grid Infrastructure on one or more nodes, or configure an upgraded Oracle Grid Infrastructure. You can also run the Configuration Wizard in silent mode.Notes:Before running the Configuration Wizard, ensure that the Oracle Grid Infrastructure home is current, with all necessary patches applied.To launch the Configuration Wizard in the following procedures:On Linux and UNIX, run the following command:Oracle_home/crs/config/config.sh On Windows, run the following command:Oracle_home\crs\config\config.bat This section includes the following topics:Configuring a Single NodeConfiguring Multiple NodesUpgrading Oracle Grid InfrastructureRunning the Configuration Wizard in Silent ModeConfiguring a Single NodeTo use the Configuration Wizard to configure a single node:1. Start the Configuration Wizard, as follows:$ Oracle_home/crs/config/config.sh 2. On the Select Installation Option page, select Configure Oracle Grid Infrastructure for a Cluster.3. On the Cluster Node Information page, select only the local node and corresponding VIP name.4. Continue adding your information on the remaining wizard pages.5. Review your inputs on the Summary page and click Finish.6. Run the root.sh script as instructed by the Configuration Wizard.Configuring Multiple NodesNote:Before you launch the Configuration Wizard, ensure the following:The Oracle Grid Infrastructure software is installed on all the target nodesThe software is installed in the same Grid_home path on all the nodesThe software level (including patches) is identical on all the nodesTo use the Configuration Wizard to configure multiple nodes:1. Start the Configuration Wizard, as follows:$ Oracle_home/crs/config/config.sh 2. On the Select Installation Option page, select Configure Oracle Grid Infrastructure for a Cluster.3. On the Cluster Node Information page, select the nodes you want to configure and their corresponding VIP names. The Configuration Wizard validates the nodes you select to ensure that they are ready.4. Continue adding your information on the remaining wizard pages.5. Review your inputs on the Summary page and click Finish.6. Run the root.sh script as instructed by the Configuration Wizard.Upgrading Oracle Grid InfrastructureTo use the Configuration Wizard to upgrade Oracle Grid Infrastructure for a cluster:1. Start the Configuration Wizard:$ Oracle_home/crs/config/config.sh 2. On the Select Installation Option page, select Upgrade Oracle Grid Infrastructure.3. On the Oracle Grid Infrastructure Node Selection page, select the nodes you want to upgrade.4. Continue adding your information on the remaining wizard pages.5. Review your inputs on the Summary page and click Finish.6. Run the rootupgrade.sh script as instructed by the Configuration Wizard.Note:Oracle Restart cannot be upgraded using the Configuration Wizard.See Also:Oracle Database Installation Guide for your platform for Oracle Restart proceduresRunning the Configuration Wizard in Silent ModeTo use the Configuration Wizard in silent mode to configure or upgrade nodes, start the Configuration Wizard from the command line with -silent -responseFilefile_name. The wizard validates the response file and proceeds with the configuration. If any of the inputs in the response file are found to be invalid, then the Configuration Wizard displays an error and exits. Run the root and configToolAllCommandsscripts as prompted.Configuring IPMI for Failure IsolationThis section contains the following topics:About Using IPMI for Failure IsolationConfiguring Server Hardware for IPMIPostinstallation Configuration of IPMI-based Failure Isolation Using CRSCTLAbout Using IPMI for Failure IsolationFailure isolation is a process by which a failed node is isolated from the rest of the cluster to prevent the failed node from corrupting data. The ideal fencing involves an external mechanism capable of restarting a problem node without cooperation either from Oracle Clusterware or from the operating system running on that node. To provide this capability, Oracle Clusterware 12c supports the Intelligent Platform Management Interface specification (IPMI) (also known as Baseboard Management Controller (BMC)), an industry-standard management protocol.Typically, you configure failure isolation using IPMI during Oracle Grid Infrastructure installation, when you are provided with the option of configuring IPMI from the Failure Isolation Support screen. If you do not configure IPMI during installation, then you can configure it after installation using the Oracle Clusterware Control utility (CRSCTL), as described in "Postinstallation Configuration of IPMI-based Failure Isolation Using CRSCTL".To use IPMI for failure isolation, each cluster member node must be equipped with an IPMI device running firmware compatible with IPMI version 1.5, which supports IPMI over a local area network (LAN). During database operation, failure isolation is accomplished by communication from the evicting Cluster Synchronization Services daemon to the failed node's IPMI device over the LAN. The IPMI-over-LAN protocol is carried over an authenticated session protected by a user name and password, which are obtained from the administrator during installation.To support dynamic IP address assignment for IPMI using DHCP, the Cluster Synchronization Services daemon requires direct communication with the local IPMI device during Cluster Synchronization Services startup to obtain the IP address of the IPMI device. (This is not true for HP-UX and Solaris platforms, however, which require that the IPMI device be assigned a static IP address.) This is accomplished using an IPMI probe command (OSD), which communicates with the IPMI device through an IPMI driver, which you must install on each cluster system.If you assign a static IP address to the IPMI device, then the IPMI driver is not strictly required by the Cluster Synchronization Services daemon. The driver is required, however, to use ipmitool or ipmiutil to configure the IPMI device but you can also do this with management consoles on some platforms.Configuring Server Hardware for IPMIInstall and enable the IPMI driver, and configure the IPMI device, as described in theOracle Grid Infrastructure Installation Guide for your platform.Postinstallation Configuration of IPMI-based Failure Isolation Using CRSCTLThis section contains the following topics:IPMI Postinstallation Configuration with Oracle ClusterwareModifying IPMI Configuration Using CRSCTLRemoving IPMI Configuration Using CRSCTLIPMI Postinstallation Configuration with Oracle ClusterwareWhen you install IPMI during Oracle Clusterware installation, you configure failure isolation in two phases. Before you start the installation, you install and enable the IPMI driver in the server operating system, and configure the IPMI hardware on each node (IP address mode, admin credentials, and so on), as described in Oracle Grid Infrastructure Installation Guide. When you install Oracle Clusterware, the installer collects the IPMI administrator user ID and password, and stores them in an Oracle Wallet in node-local storage, in OLR.After you complete the server configuration, complete the following procedure on each cluster node to register IPMI administrators and passwords on the nodes.Note:If IPMI is configured to obtain its IP address using DHCP, it may be necessary to reset IPMI or restart the node to cause it to obtain an address.1. Start Oracle Clusterware, which allows it to obtain the current IP address from IPMI. This confirms the ability of the clusterware to communicate with IPMI, which is necessary at startup.If Oracle Clusterware was running before IPMI was configured, you can shut Oracle Clusterware down and restart it. Alternatively, you can use the IPMI management utility to obtain the IPMI IP address and then use CRSCTL to store the IP address in OLR by running a command similar to the following:crsctl set css ipmiaddr 192.168.10.45 2. Use CRSCTL to store the previously established user ID and password for the resident IPMI in OLR by running the crsctl set css ipmiadmincommand, and supplying password at the prompt. For example:crsctl set css ipmiadmin administrator_name IPMI BMC password: password This command validates the supplied credentials and fails if another cluster node cannot access the local IPMI using them.After you complete hardware and operating system configuration, and register the IPMI administrator on Oracle Clusterware, IPMI-based failure isolation should be fully functional.Modifying IPMI Configuration Using CRSCTLTo modify an existing IPMI-based failure isolation configuration (for example to change IPMI passwords, or to configure IPMI for failure isolation in an existing installation), use CRSCTL with the IPMI configuration tool appropriate to your platform. For example, to change the administrator password for IPMI, you must first modify the IMPI configuration as described in Oracle Grid Infrastructure Installation Guide, and then use CRSCTL to change the password in OLR.The configuration data needed by Oracle Clusterware for IPMI is kept in an Oracle Wallet in OCR. Because the configuration information is kept in a secure store, it must be written by the Oracle Clusterware installation owner account (the Grid user), so you must log in as that installation user.Use the following procedure to modify an existing IPMI configuration:1. Enter the crsctl set css ipmiadmin administrator_namecommand. For example, with the user IPMIadm:crsctl set css ipmiadmin IPMIadm Provide the administrator password. Oracle Clusterware stores the administrator name and password for the local IPMI in OLR.After storing the new credentials, Oracle Clusterware can retrieve the new credentials and distribute them as required.2. Enter the crsctl set css ipmiaddr bmc_ip_address command. For example:crsctl set css ipmiaddr 192.0.2.244 This command stores the new IPMI IP address of the local IPMI in OLR, After storing the IP address, Oracle Clusterware can retrieve the new configuration and distribute it as required.3. Enter the crsctl get css ipmiaddr command. For example:crsctl get css ipmiaddr This command retrieves the IP address for the local IPMI from OLR and displays it on the console.4. Remove the IPMI configuration information for the local IPMI from OLR and delete the registry entry, as follows:crsctl unset css ipmiconfig See Also:"Oracle RAC Environment CRSCTL Commands" for descriptions of these CRSCTL commandsRemoving IPMI Configuration Using CRSCTLYou can remove an IPMI configuration from a cluster using CRSCTL if you want to stop using IPMI completely or if IPMI was initially configured by someone other than the user that installed Oracle Clusterware. If the latter is true, then Oracle Clusterware cannot access the IPMI configuration data and IPMI is not usable by the Oracle Clusterware software, and you must reconfigure IPMI as the user that installed Oracle Clusterware.To completely remove IPMI, perform the following steps. To reconfigure IPMI as the user that installed Oracle Clusterware, perform steps 3 and 4, then repeat steps 2 and 3 in"Modifying IPMI Configuration Using CRSCTL".1. Disable the IPMI driver and eliminate the boot-time installation, as follows:/sbin/modprobe –r See Also:Oracle Grid Infrastructure Installation Guide for your platform for more information about the IPMI driver2. Disable IPMI-over-LAN for the local IPMI using either ipmitool oripmiutil, to prevent access over the LAN or change the IPMI administrator user ID and password.3. Ensure that Oracle Clusterware is running and then use CRSCTL to remove the IPMI configuration data from OLR by running the following command:crsctl unset css ipmiconfig 4. Restart Oracle Clusterware so that it runs without the IPMI configuration by running the following commands as root:# crsctl stop crs # crsctl start crs Understanding Network Addresses on Manually Configured NetworksThis section contains the following topics:Understanding Network Address Configuration RequirementsUnderstanding SCAN Addresses and Client Service ConnectionsSCAN Listeners and Service Registration Restriction With Valid Node CheckingUnderstanding Network Address Configuration RequirementsAn Oracle Clusterware configuration requires at least two interfaces:A public network interface, on which users and application servers connect to access data on the database serverA private network interface for internode communication.You can configure a network interface for either IPv4, IPv6, or both types of addresses on a given network. If you use redundant network interfaces (bonded or teamed interfaces), then be aware that Oracle does not support configuring one interface to support IPv4 addresses and the other to support IPv6 addresses. You must configure network interfaces of a redundant interface pair with the same IP protocol.All the nodes in the cluster must use the same IP protocol configuration. Either all the nodes use only IPv4, or all the nodes use only IPv6, or all the nodes use both IPv4 and IPv6. You cannot have some nodes in the cluster configured to support only IPv6 addresses, and other nodes in the cluster configured to support only IPv4 addresses.The VIP agent supports the generation of IPv6 addresses using the Stateless Address Autoconfiguration Protocol (RFC 2462), and advertises these addresses with GNS. Run the srvctl config network command to determine if DHCP or stateless address autoconfiguration is being used.This section includes the following topics:About IPv6 Address FormatsName Resolution and the Network Resource Address TypeAbout IPv6 Address FormatsEach node in an Oracle Grid Infrastructure cluster can support both IPv4 and IPv6 addresses on the same network. The preferred IPv6 address format is as follows, where each x represents a hexadecimal character:xxxx:xxxx:xxxx:xxxx:xxxx:xxxx:xxxx:xxxx The IPv6 address format is defined by RFC 2460 and Oracle Grid Infrastructure supports IPv6 addresses, as following:Global and site-local IPv6 addresses as defined by RFC 4193.Note:Link-local and site-local IPv6 addresses as defined in RFC 1884are not supported.The leading zeros compressed in each field of the IP address.Empty fields collapsed and represented by a '::' separator. For example, you could write the IPv6 address 2001:0db8:0000:0000:0000:8a2e:0370:7334 as 2001:db8::8a2e:370:7334.The four lower order fields containing 8-bit pieces (standard IPv4 address format). For example 2001:db8:122:344::192.0.2.33.Name Resolution and the Network Resource Address TypeYou can review the network configuration and control the network address type using the srvctl config network (to review the configuration) or srvctl status network (to review the current addresses allocated for dynamic networks), andsrvctl modify network -iptype commands, respectively.You can configure how addresses are acquired using the srvctl modify network -nettype command. Set the value of the -nettype parameter to dhcp or static to control how IPv4 network addresses are acquired. Alternatively, set the value of the -nettype parameter to autoconfig or static to control how IPv6 addresses are generated.The -nettype and -iptype parameters are not directly related but you can use -nettype dhcp with -iptype ipv4 and -nettype autoconfig with -iptype ipv6.Note:If a network is configured with both IPv4 and IPv6 subnets, then Oracle does not support both subnets having -nettype set to mixed.Oracle does not support making transitions from IPv4 to IPv6 while -nettype is set to mixed. You must first finish the transition from static todhcp before you add IPv6 into the subnet.Similarly, Oracle does not support starting a transition to IPv4 from IPv6 while-nettype is set to mixed. You must first finish the transition fromautoconfig to static before you add IPv4 into the subnet.See Also:Oracle Real Application Clusters Administration and Deployment Guide for more information about the srvctl modify networkcommand"Changing Network Address Types Using SRVCTL" for information about using SRVCTL to report and manage network resource attribute settingsUnderstanding SCAN Addresses and Client Service ConnectionsPublic network addresses are used to provide services to clients. If your clients are connecting to the Single Client Access Name (SCAN) addresses, then you may need to change public and virtual IP addresses as you add or remove nodes from the cluster, but you do not need to update clients with new cluster addresses.Note:You can edit the listener.ora file to make modifications to the Oracle Net listener parameters for SCAN and the node listener. For example, you can set TRACE_LEVEL_listener_name. However, you cannot set protocol address parameters to define listening endpoints, because the listener agent dynamically manages them.See Also:Oracle Database Net Services Reference for more information about the editing the listener.ora fileSCANs function like a cluster alias. However, SCANs are resolved on any node in the cluster, so unlike a VIP address for a node, clients connecting to the SCAN no longer require updated VIP addresses as nodes are added to or removed from the cluster. Because the SCAN addresses resolve to the cluster, rather than to a node address in the cluster, nodes can be added to or removed from the cluster without affecting the SCAN address configuration.The SCAN is a fully qualified name (host name and domain) that is configured to resolve to all the addresses allocated for the SCAN. The SCAN resolves to one of the three addresses configured for the SCAN name on the DNS server, or resolves within the cluster in a GNS configuration. SCAN listeners can run on any node in the cluster. SCANs provide location independence for the databases, so that client configuration does not have to depend on which nodes run a particular database.Oracle Database 11g release 2 (11.2), and later, instances only register with SCAN listeners as remote listeners. Upgraded databases register with SCAN listeners as remote listeners, and also continue to register with all node listeners.Note:Because of the Oracle Clusterware installation requirement that you provide a SCAN name during installation, if you resolved at least one IP address using the server /etc/hosts file to bypass the installation requirement but you do not have the infrastructure required for SCAN, then, after the installation, you can ignore the SCAN and connect to the databases in the cluster using VIPs.Oracle does not support removing the SCAN address.SCAN Listeners and Service Registration Restriction With Valid Node CheckingYou can use valid node checking to specify the nodes and subnets from which the SCAN listener accepts registrations. You can specify the nodes and subnet information using SRVCTL. SRVCTL stores the node and subnet information in the SCAN listener resource profile. The SCAN listener agent reads that information from the resource profile and writes it to the listener.ora file.For non-cluster (single-instance) databases, the local listener accepts service registrations only from database instances on the local node. Oracle RAC releases before Oracle RAC 11g release 2 (11.2) do not use SCAN listeners, and attempt to register their services with the local listener and the listeners defined by theREMOTE_LISTENERS initialization parameter. To support service registration for these database instances, the default value ofvalid_node_check_for_registration_alias for the local listener in Oracle RAC 12c is set to the value SUBNET, rather than to the local node. To change the valid node checking settings for the node listeners, edit the listener.ora file.SCAN listeners must accept service registrati



Grid Naming Service Configuration Options
Network Administration Tasks for GNS and GNS Virtual IP Address
To implement GNS, your network administrator must configure the DNS to set up 
a domain for the cluster, and delegate resolution of that domain to the GNS VIP. 
You can use a separate domain, or create a subdomain.
GNS distinguishes between nodes by using cluster names and individual node 
identifiers as part of the host name for that cluster node, 

You can use GNS without DNS delegation in configurations where static 
addressing is being done, such as in Oracle Flex ASM or Oracle Flex Clusters. 
However, GNS requires a domain be delegated to it if addresses are assigned 
using DHCP.

The GNS daemon and the GNS VIP run on one node in the server cluster. The 
GNS daemon listens on the GNS VIP using port 53 for DNS requests. 
Grid Naming Service Configuration Options
GNS can run in either automatic or standard cluster address configuration mode. 

Automatic configuration uses either the Dynamic Host Configuration 
Protocol (DHCP) for IPv4 addresses or the Stateless Address 
Autoconfiguration Protocol (autoconfig) (RFC 2462 and RFC 4862) for 
IPv6 addresses.
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Understanding Grid Naming Service Configuration OptionsNetwork Administration Tasks for GNS and GNS Virtual IP AddressTo implement GNS, your network administrator must configure the DNS to set up a domain for the cluster, and delegate resolution of that domain to the GNS VIP. You can use a separate domain, or you can create a subdomain of an existing domain for the cluster.GNS distinguishes between nodes by using cluster names and individual node identifiers as part of the host name for that cluster node, so that cluster node 123 in cluster A is distinguishable from cluster node 123 in cluster B.However, if you configure host names manually, then the subdomain you delegate to GNS should have no subdomains. For example, if you delegate the subdomainmydomain.example.com to GNS for resolution, then there should be noother.mydomain.example.com domains. Oracle recommends that you delegate a subdomain to GNS that is used by GNS exclusively.You can use GNS without DNS delegation in configurations where static addressing is being done, such as in Oracle Flex ASM or Oracle Flex Clusters. However, GNS requires a domain be delegated to it if addresses are assigned using DHCP.The GNS daemon and the GNS VIP run on one node in the server cluster. The GNS daemon listens on the GNS VIP using port 53 for DNS requests. Grid Naming Service Configuration OptionsGNS can run in either automatic or standard cluster address configuration mode. Automatic configuration uses either the Dynamic Host Configuration Protocol (DHCP) for IPv4 addresses or the Stateless Address Autoconfiguration Protocol (autoconfig) (RFC 2462 and RFC 4862) for IPv6 addresses.This section includes the following topics:Automatic Configuration Option for AddressesStatic Configuration Option for AddressesShared GNS Option for AddressesAutomatic Configuration Option for AddressesWith automatic configurations, a DNS administrator delegates a domain on the DNS to be resolved through the GNS subdomain. During installation, Oracle Universal Installer assigns names for each cluster member node interface designated for Oracle Grid Infrastructure use during installation or configuration. SCANs and all other cluster names and addresses are resolved within the cluster, rather than on the DNS.Automatic configuration occurs in one of the following ways:For IPv4 addresses, Oracle Clusterware assigns unique identifiers for each cluster member node interface allocated for Oracle Grid Infrastructure, and generates names using these identifiers within the subdomain delegated to GNS. A DHCP server assigns addresses to these interfaces, and GNS maintains address and name associations with the IPv4 addresses leased from the IPv4 DHCP pool.For IPv6 addresses, Oracle Clusterware automatically generates addresses with autoconfig.Static Configuration Option for AddressesWith static configurations, no subdomain is delegated. A DNS administrator configures the GNS VIP to resolve to a name and address configured on the DNS, and a DNS administrator configures a SCAN name to resolve to three static addresses for the cluster. A DNS administrator also configures a static public IP name and address, and virtual IP name and address for each cluster member node. A DNS administrator must also configure new public and virtual IP names and addresses for each node added to the cluster. All names and addresses are resolved by DNS.GNS without subdomain delegation using static VIP addresses and SCANs enables Oracle Flex Cluster and CloudFS features that require name resolution information within the cluster. However, any node additions or changes must be carried out as manual administration tasks.Shared GNS Option for AddressesWith dynamic configurations, you can configure GNS to provide name resolution for one cluster, or to advertise resolution for multiple clusters, so that a single GNS instance can perform name resolution for multiple registered clusters. This option is called shared GNS.Note:All of the node names in a set of clusters served by GNS must be unique.Shared GNS provides the same services as standard GNS, and appears the same to clients receiving name resolution. The difference is that the GNS daemon running on one cluster is configured to provide name resolution for all clusters in domains that are delegated to GNS for resolution, and GNS can be centrally managed using SRVCTL commands. You can use shared GNS configuration to minimize network administration tasks across the enterprise for Oracle Grid Infrastructure clusters.You cannot use the static address configuration option for a cluster providing shared GNS to resolve addresses in a multi-cluster environment. Shared GNS requires automatic address configuration, either through addresses assigned by DHCP, or by IPv6 stateless address autoconfiguration.Oracle Universal Installer enables you to configure static addresses with GNS for shared GNS clients or servers, with GNS used for discovery.Configuring Oracle Grid Infrastructure Using Configuration WizardAfter performing a software-only installation of the Oracle Grid Infrastructure, you can configure the software using Configuration Wizard. This wizard assists you with editing the crsconfig_params configuration file. Similar to the Oracle Grid Infrastructure installer, the Configuration Wizard performs various validations of the Grid home and inputs before and after you run through the wizard.Using the Configuration Wizard, you can configure a new Oracle Grid Infrastructure on one or more nodes, or configure an upgraded Oracle Grid Infrastructure. You can also run the Configuration Wizard in silent mode.Notes:Before running the Configuration Wizard, ensure that the Oracle Grid Infrastructure home is current, with all necessary patches applied.To launch the Configuration Wizard in the following procedures:On Linux and UNIX, run the following command:Oracle_home/crs/config/config.sh On Windows, run the following command:Oracle_home\crs\config\config.bat This section includes the following topics:Configuring a Single NodeConfiguring Multiple NodesUpgrading Oracle Grid InfrastructureRunning the Configuration Wizard in Silent ModeConfiguring a Single NodeTo use the Configuration Wizard to configure a single node:1. Start the Configuration Wizard, as follows:$ Oracle_home/crs/config/config.sh 2. On the Select Installation Option page, select Configure Oracle Grid Infrastructure for a Cluster.3. On the Cluster Node Information page, select only the local node and corresponding VIP name.4. Continue adding your information on the remaining wizard pages.5. Review your inputs on the Summary page and click Finish.6. Run the root.sh script as instructed by the Configuration Wizard.Configuring Multiple NodesNote:Before you launch the Configuration Wizard, ensure the following:The Oracle Grid Infrastructure software is installed on all the target nodesThe software is installed in the same Grid_home path on all the nodesThe software level (including patches) is identical on all the nodesTo use the Configuration Wizard to configure multiple nodes:1. Start the Configuration Wizard, as follows:$ Oracle_home/crs/config/config.sh 2. On the Select Installation Option page, select Configure Oracle Grid Infrastructure for a Cluster.3. On the Cluster Node Information page, select the nodes you want to configure and their corresponding VIP names. The Configuration Wizard validates the nodes you select to ensure that they are ready.4. Continue adding your information on the remaining wizard pages.5. Review your inputs on the Summary page and click Finish.6. Run the root.sh script as instructed by the Configuration Wizard.Upgrading Oracle Grid InfrastructureTo use the Configuration Wizard to upgrade Oracle Grid Infrastructure for a cluster:1. Start the Configuration Wizard:$ Oracle_home/crs/config/config.sh 2. On the Select Installation Option page, select Upgrade Oracle Grid Infrastructure.3. On the Oracle Grid Infrastructure Node Selection page, select the nodes you want to upgrade.4. Continue adding your information on the remaining wizard pages.5. Review your inputs on the Summary page and click Finish.6. Run the rootupgrade.sh script as instructed by the Configuration Wizard.Note:Oracle Restart cannot be upgraded using the Configuration Wizard.Running the Configuration Wizard in Silent ModeTo use the Configuration Wizard in silent mode to configure or upgrade nodes, start the Configuration Wizard from the command line with -silent -responseFilefile_name. The wizard validates the response file and proceeds with the configuration. If any of the inputs in the response file are found to be invalid, then the Configuration Wizard displays an error and exits. Run the root and configToolAllCommandsscripts as prompted.Configuring IPMI for Failure IsolationThis section contains the following topics:About Using IPMI for Failure IsolationConfiguring Server Hardware for IPMIPostinstallation Configuration of IPMI-based Failure Isolation Using CRSCTLAbout Using IPMI for Failure IsolationFailure isolation is a process by which a failed node is isolated from the rest of the cluster to prevent the failed node from corrupting data. The ideal fencing involves an external mechanism capable of restarting a problem node without cooperation either from Oracle Clusterware or from the operating system running on that node. To provide this capability, Oracle Clusterware 12c supports the Intelligent Platform Management Interface specification (IPMI) (also known as Baseboard Management Controller (BMC)), an industry-standard management protocol.Typically, you configure failure isolation using IPMI during Oracle Grid Infrastructure installation, when you are provided with the option of configuring IPMI from the Failure Isolation Support screen. If you do not configure IPMI during installation, then you can configure it after installation using the Oracle Clusterware Control utility (CRSCTL), as described in "Postinstallation Configuration of IPMI-based Failure Isolation Using CRSCTL".To use IPMI for failure isolation, each cluster member node must be equipped with an IPMI device running firmware compatible with IPMI version 1.5, which supports IPMI over a local area network (LAN). During database operation, failure isolation is accomplished by communication from the evicting Cluster Synchronization Services daemon to the failed node's IPMI device over the LAN. The IPMI-over-LAN protocol is carried over an authenticated session protected by a user name and password, which are obtained from the administrator during installation.To support dynamic IP address assignment for IPMI using DHCP, the Cluster Synchronization Services daemon requires direct communication with the local IPMI device during Cluster Synchronization Services startup to obtain the IP address of the IPMI device. (This is not true for HP-UX and Solaris platforms, however, which require that the IPMI device be assigned a static IP address.) This is accomplished using an IPMI probe command (OSD), which communicates with the IPMI device through an IPMI driver, which you must install on each cluster system.If you assign a static IP address to the IPMI device, then the IPMI driver is not strictly required by the Cluster Synchronization Services daemon. The driver is required, however, to use ipmitool or ipmiutil to configure the IPMI device but you can also do this with management consoles on some platforms.Configuring Server Hardware for IPMIInstall and enable the IPMI driver, and configure the IPMI device, as described in theOracle Grid Infrastructure Installation Guide for your platform.Postinstallation Configuration of IPMI-based Failure Isolation Using CRSCTLThis section contains the following topics:IPMI Postinstallation Configuration with Oracle ClusterwareModifying IPMI Configuration Using CRSCTLRemoving IPMI Configuration Using CRSCTLIPMI Postinstallation Configuration with Oracle ClusterwareWhen you install IPMI during Oracle Clusterware installation, you configure failure isolation in two phases. Before you start the installation, you install and enable the IPMI driver in the server operating system, and configure the IPMI hardware on each node (IP address mode, admin credentials, and so on), as described in Oracle Grid Infrastructure Installation Guide. When you install Oracle Clusterware, the installer collects the IPMI administrator user ID and password, and stores them in an Oracle Wallet in node-local storage, in OLR.After you complete the server configuration, complete the following procedure on each cluster node to register IPMI administrators and passwords on the nodes.Note:If IPMI is configured to obtain its IP address using DHCP, it may be necessary to reset IPMI or restart the node to cause it to obtain an address.1. Start Oracle Clusterware, which allows it to obtain the current IP address from IPMI. This confirms the ability of the clusterware to communicate with IPMI, which is necessary at startup.If Oracle Clusterware was running before IPMI was configured, you can shut Oracle Clusterware down and restart it. Alternatively, you can use the IPMI management utility to obtain the IPMI IP address and then use CRSCTL to store the IP address in OLR by running a command similar to the following:crsctl set css ipmiaddr 192.168.10.45 2. Use CRSCTL to store the previously established user ID and password for the resident IPMI in OLR by running the crsctl set css ipmiadmincommand, and supplying password at the prompt. For example:crsctl set css ipmiadmin administrator_name IPMI BMC password: password This command validates the supplied credentials and fails if another cluster node cannot access the local IPMI using them.After you complete hardware and operating system configuration, and register the IPMI administrator on Oracle Clusterware, IPMI-based failure isolation should be fully functional.Modifying IPMI Configuration Using CRSCTLTo modify an existing IPMI-based failure isolation configuration (for example to change IPMI passwords, or to configure IPMI for failure isolation in an existing installation), use CRSCTL with the IPMI configuration tool appropriate to your platform. For example, to change the administrator password for IPMI, you must first modify the IMPI configuration as described in Oracle Grid Infrastructure Installation Guide, and then use CRSCTL to change the password in OLR.The configuration data needed by Oracle Clusterware for IPMI is kept in an Oracle Wallet in OCR. Because the configuration information is kept in a secure store, it must be written by the Oracle Clusterware installation owner account (the Grid user), so you must log in as that installation user.Use the following procedure to modify an existing IPMI configuration:1. Enter the crsctl set css ipmiadmin administrator_namecommand. For example, with the user IPMIadm:crsctl set css ipmiadmin IPMIadm Provide the administrator password. Oracle Clusterware stores the administrator name and password for the local IPMI in OLR.After storing the new credentials, Oracle Clusterware can retrieve the new credentials and distribute them as required.2. Enter the crsctl set css ipmiaddr bmc_ip_address command. For example:crsctl set css ipmiaddr 192.0.2.244 This command stores the new IPMI IP address of the local IPMI in OLR, After storing the IP address, Oracle Clusterware can retrieve the new configuration and distribute it as required.3. Enter the crsctl get css ipmiaddr command. For example:crsctl get css ipmiaddr This command retrieves the IP address for the local IPMI from OLR and displays it on the console.4. Remove the IPMI configuration information for the local IPMI from OLR and delete the registry entry, as follows:crsctl unset css ipmiconfig Removing IPMI Configuration Using CRSCTLYou can remove an IPMI configuration from a cluster using CRSCTL if you want to stop using IPMI completely or if IPMI was initially configured by someone other than the user that installed Oracle Clusterware. If the latter is true, then Oracle Clusterware cannot access the IPMI configuration data and IPMI is not usable by the Oracle Clusterware software, and you must reconfigure IPMI as the user that installed Oracle Clusterware.To completely remove IPMI, perform the following steps. To reconfigure IPMI as the user that installed Oracle Clusterware, perform steps 3 and 4, then repeat steps 2 and 3 in"Modifying IPMI Configuration Using CRSCTL".1. Disable the IPMI driver and eliminate the boot-time installation, as follows:/sbin/modprobe –r 2. Disable IPMI-over-LAN for the local IPMI using either ipmitool oripmiutil, to prevent access over the LAN or change the IPMI administrator user ID and password.3. Ensure that Oracle Clusterware is running and then use CRSCTL to remove the IPMI configuration data from OLR by running the following command:crsctl unset css ipmiconfig 4. Restart Oracle Clusterware so that it runs without the IPMI configuration by running the following commands as root:# crsctl stop crs # crsctl start crs Understanding Network Addresses on Manually Configured NetworksThis section contains the following topics:Understanding Network Address Configuration RequirementsUnderstanding SCAN Addresses and Client Service ConnectionsSCAN Listeners and Service Registration Restriction With Valid Node CheckingUnderstanding Network Address Configuration RequirementsAn Oracle Clusterware configuration requires at least two interfaces:A public network interface, on which users and application servers connect to access data on the database serverA private network interface for internode communication.You can configure a network interface for either IPv4, IPv6, or both types of addresses on a given network. If you use redundant network interfaces (bonded or teamed interfaces), then be aware that Oracle does not support configuring one interface to support IPv4 addresses and the other to support IPv6 addresses. You must configure network interfaces of a redundant interface pair with the same IP protocol.All the nodes in the cluster must use the same IP protocol configuration. Either all the nodes use only IPv4, or all the nodes use only IPv6, or all the nodes use both IPv4 and IPv6. You cannot have some nodes in the cluster configured to support only IPv6 addresses, and other nodes in the cluster configured to support only IPv4 addresses.The VIP agent supports the generation of IPv6 addresses using the Stateless Address Autoconfiguration Protocol (RFC 2462), and advertises these addresses with GNS. Run the srvctl config network command to determine if DHCP or stateless address autoconfiguration is being used.This section includes the following topics:About IPv6 Address FormatsName Resolution and the Network Resource Address TypeAbout IPv6 Address FormatsEach node in an Oracle Grid Infrastructure cluster can support both IPv4 and IPv6 addresses on the same network. The preferred IPv6 address format is as follows, where each x represents a hexadecimal character:xxxx:xxxx:xxxx:xxxx:xxxx:xxxx:xxxx:xxxx The IPv6 address format is defined by RFC 2460 and Oracle Grid Infrastructure supports IPv6 addresses, as following:Global and site-local IPv6 addresses as defined by RFC 4193.Note:Link-local and site-local IPv6 addresses as defined in RFC 1884are not supported.The leading zeros compressed in each field of the IP address.Empty fields collapsed and represented by a '::' separator. For example, you could write the IPv6 address 2001:0db8:0000:0000:0000:8a2e:0370:7334 as 2001:db8::8a2e:370:7334.The four lower order fields containing 8-bit pieces (standard IPv4 address format). For example 2001:db8:122:344::192.0.2.33.Name Resolution and the Network Resource Address TypeYou can review the network configuration and control the network address type using the srvctl config network (to review the configuration) or srvctl status network (to review the current addresses allocated for dynamic networks), andsrvctl modify network -iptype commands, respectively.You can configure how addresses are acquired using the srvctl modify network -nettype command. Set the value of the -nettype parameter to dhcp or static to control how IPv4 network addresses are acquired. Alternatively, set the value of the -nettype parameter to autoconfig or static to control how IPv6 addresses are generated.The -nettype and -iptype parameters are not directly related but you can use -nettype dhcp with -iptype ipv4 and -nettype autoconfig with -iptype ipv6.Note:If a network is configured with both IPv4 and IPv6 subnets, then Oracle does not support both subnets having -nettype set to mixed.Oracle does not support making transitions from IPv4 to IPv6 while -nettype is set to mixed. You must first finish the transition from static todhcp before you add IPv6 into the subnet.Similarly, Oracle does not support starting a transition to IPv4 from IPv6 while-nettype is set to mixed. You must first finish the transition fromautoconfig to static before you add IPv4 into the subnet.Understanding SCAN Addresses and Client Service ConnectionsPublic network addresses are used to provide services to clients. If your clients are connecting to the Single Client Access Name (SCAN) addresses, then you may need to change public and virtual IP addresses as you add or remove nodes from the cluster, but you do not need to update clients with new cluster addresses.Note:You can edit the listener.ora file to make modifications to the Oracle Net listener parameters for SCAN and the node listener. For example, you can set TRACE_LEVEL_listener_name. However, you cannot set protocol address parameters to define listening endpoints, because the listener agent dynamically manages them.SCANs function like a cluster alias. However, SCANs are resolved on any node in the cluster, so unlike a VIP address for a node, clients connecting to the SCAN no longer require updated VIP addresses as nodes are added to or removed from the cluster. Because the SCAN addresses resolve to the cluster, rather than to a node address in the cluster, nodes can be added to or removed from the cluster without affecting the SCAN address configuration.The SCAN is a fully qualified name (host name and domain) that is configured to resolve to all the addresses allocated for the SCAN. The SCAN resolves to one of the three addresses configured for the SCAN name on the DNS server, or resolves within the cluster in a GNS configuration. SCAN listeners can run on any node in the cluster. SCANs provide location independence for the databases, so that client configuration does not have to depend on which nodes run a particular database.Oracle Database 11g release 2 (11.2), and later, instances only register with SCAN listeners as remote listeners. Upgraded databases register with SCAN listeners as remote listeners, and also continue to register with all node listeners.Note:Because of the Oracle Clusterware installation requirement that you provide a SCAN name during installation, if you resolved at least one IP address using the server /etc/hosts file to bypass the installation requirement but you do not have the infrastructure required for SCAN, then, after the installation, you can ignore the SCAN and connect to the databases in the cluster using VIPs.Oracle does not support removing the SCAN address.SCAN Listeners and Service Registration Restriction With Valid Node CheckingYou can use valid node checking to specify the nodes and subnets from which the SCAN listener accepts registrations. You can specify the nodes and subnet information using SRVCTL. SRVCTL stores the node and subnet information in the SCAN listener resource profile. The SCAN listener agent reads that information from the resource profile and writes it to the listener.ora file.For non-cluster (single-instance) databases, the local listener accepts service registrations only from database instances on the local node. Oracle RAC releases before Oracle RAC 11g release 2 (11.2) do not use SCAN listeners, and attempt to register their services with the local listener and the listeners defined by theREMOTE_LISTENERS initialization parameter. To support service registration for these database instances, the default value ofvalid_node_check_for_registration_alias for the local listener in Oracle RAC 12c is set to the value SUBNET, rather than to the local node. To change the valid node checking settings for the node listeners, edit the listener.ora file.SCAN listeners must accept service registrati



Administering Oracle12c Clusterware
Changing the Virtual IP Addresses Using SRVCTL

• Clients configured to use public VIP addresses for Oracle Database releases before 
Oracle recommends configuring clients to use SCANs, but you are not required to use 
SCANs. Upon upgrade either both SCAN usage or continued VIP address usage are 
possible.

• If you continue to use VIP addresses for client connections, you can modify the VIP 
address while Oracle Database and Oracle ASM continue to run. However, you must 
stop services while you modify the address. When you restart the VIP address, 
services are also restarted on the node.

$ srvctl stop service -db database_name -service "service_name_list" -node 
node_name 

$ srvctl stop service -db grid -service "sales,oltp" -node mynode 
$ srvctl config vip -vipname node03-vip VIP exists: /node03-

vip/192.168.3.28/255.255.255.0/eth0 
$ srvctl stop vip -node node_name 
$ srvctl modify nodeapps -node node_name -address new_vip_address 
$ srvctl modify nodeapps -node mynode -address 192.168.3.144/255.255.255.0/eth0 
$ srvctl start vip -node node_name 
$ srvctl start vip -node mynode 
$ cluvfy comp nodecon -n all -verbose 
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Changing the Virtual IP Addresses Using SRVCTLClients configured to use public VIP addresses for Oracle Database releases before Oracle recommends configuring clients to use SCANs, but you are not required to use SCANs. Upon upgrade either both SCAN usage or continued VIP address usage are possible.If you continue to use VIP addresses for client connections, you can modify the VIP address while Oracle Database and Oracle ASM continue to run. However, you must stop services while you modify the address. When you restart the VIP address, services are also restarted on the node.You cannot use this procedure to change a static public subnet to use DHCP. Only thesrvctl add network -subnet command creates a DHCP network.The following instructions describe how to change only a VIP address, and assume that the host name associated with the VIP address does not change. Note that you do not need to update VIP addresses manually if you are using GNS, and VIPs are assigned using DHCP.If you are changing only the VIP address, then update the DNS and the client hosts files. Also, update the server hosts files, if those are used for VIP addresses.Perform the following steps to change a VIP address:1. Stop all services running on the node whose VIP address you want to change using the following command syntax, where database_name is the name of the database, service_name_list is a list of the services you want to stop, and my_node is the name of the node whose VIP address you want to change:srvctl stop service -db database_name -service "service_name_list" -node node_name The following example specifies the database name (grid) using the -dboption and specifies the services (sales,oltp) on the appropriate node (mynode).$ srvctl stop service -db grid -service "sales,oltp" -node mynode 2. Confirm the current IP address for the VIP address by running the srvctl config vip command. This command displays the current VIP address bound to one of the network interfaces. The following example displays the configured VIP address for a VIP named node03-vip:$ srvctl config vip -vipname node03-vip VIP exists: /node03-vip/192.168.2.20/255.255.255.0/eth0 3. Stop the VIP resource using the srvctl stop vip command:$ srvctl stop vip -node node_name 4. Verify that the VIP resource is no longer running by running the ifconfig -a command on Linux and UNIX systems (or issue the ipconfig /allcommand on Windows systems), and confirm that the interface (in the example it was eth0:1) is no longer listed in the output.5. Make any changes necessary to the /etc/hosts files on all nodes on Linux and UNIX systems, or the%windir%\system32\drivers\etc\hosts file on Windows systems, and make any necessary DNS changes to associate the new IP address with the old host name.6. To use a different subnet or network interface card for the default network before you change any VIP resource, you must use the srvctl modify network -subnet subnet/netmask/interface command as root to change the network resource, where subnet is the new subnet address,netmask is the new netmask, and interface is the new interface. After you change the subnet, then you must change each node's VIP to an IP address on the new subnet, as described in the next step.7. Modify the node applications and provide the new VIP address using the following srvctl modify nodeapps syntax:$ srvctl modify nodeapps -node node_name -address new_vip_address The command includes the following flags and values:-n node_name is the node name-A new_vip_address is the node-level VIP address:name|ip/netmask/[if1[|if2|...]]For example, issue the following command as the root user:srvctl modify nodeapps -node mynode -address 192.168.2.125/255.255.255.0/eth0 Attempting to issue this command as the installation owner account may result in an error. For example, if the installation owner is oracle, then you may see the error PRCN-2018: Current user oracle is not a privileged user.To avoid the error, run the command as the root or system administrator account.8. Start the node VIP by running the srvctl start vip command:$ srvctl start vip -node node_name The following command example starts the VIP on the node namedmynode:$ srvctl start vip -node mynode 9. Repeat the steps for each node in the cluster.Because the SRVCTL utility is a clusterwide management tool, you can accomplish these tasks for any specific node from any node in the cluster, without logging in to each of the cluster nodes.10. Run the following command to verify node connectivity between all of the nodes for which your cluster is configured. This command discovers all of the network interfaces available on the cluster nodes and verifies the connectivity between all of the nodes by way of the discovered interfaces. This command also lists all of the interfaces available on the nodes which are suitable for use as VIP addresses.$ cluvfy comp nodecon -n all -verbose Changing Oracle Clusterware Private Network ConfigurationThis section contains the following topics:About Private Networks and Network InterfacesRedundant Interconnect UsageConsequences of Changing Interface Names Using OIFCFGChanging a Network InterfaceAbout Private Networks and Network InterfacesOracle Clusterware requires that each node is connected through a private network (in addition to the public network). The private network connection is referred to as thecluster interconnect. Table 2-1 describes how the network interface card and the private IP address are stored.Oracle only supports clusters in which all of the nodes use the same network interface connected to the same subnet (defined as a global interface with the oifcfgcommand). You cannot use different network interfaces for each node (node-specific interfaces). Refer to Appendix D, "Oracle Interface Configuration Tool (OIFCFG) Command Reference" for more information about global and node-specific interfaces.



Administering Oracle12c Clusterware

Transitioning from IPv4 to IPv6 Networks for VIP Addresses 
Using SRVCTL
The following command is used to remove an IPv4 address type from a 
combined IPv4 and IPv6 network:

$ srvctl modify network -iptype ipv6 

This command starts the removal process of IPv4 addresses configured 
for the cluster.

Support for IPV6 can enhance capabilities when using server 
pools.
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Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses.As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Overview of Oracle Flex Clusters
Oracle Grid Infrastructure installed in an Oracle Flex Cluster configuration 
is a scalable, dynamic, robust network of nodes. Oracle Flex Clusters 
provide a platform for a variety of applications, including Oracle Real 
Application Test. All nodes in an Oracle Flex Cluster belong to a single 
Oracle Grid Infrastructure cluster. This architecture centralizes policy 
decisions for deployment of resources based on application needs, to 
account for various service levels, loads, failure responses, and recovery.

Oracle Flex Clusters contain two types of nodes arranged in a hub and 
spoke architecture: Hub Nodes and Leaf Nodes. The number of Hub Nodes 
in an Oracle Flex Cluster can be as many as 64. The number of Leaf Nodes 
can be many more. Hub Nodes and Leaf Nodes can host different types of 
applications:

• Hub Nodes are similar to Oracle Grid Infrastructure nodes in an Oracle 
Clusterware standard Cluster configuration: they are tightly connected, 
and have direct access to shared storage.

• Leaf Nodes are different from standard Oracle Grid Infrastructure nodes, 
in that they do not require direct access to shared storage, but instead 
request data through Hub Nodes. 
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Changing an Oracle Clusterware Standard Cluster to an Oracle Flex ClusterTo change an existing Oracle Clusterware standard Cluster to an Oracle Flex Cluster:1. Run the following command to determine the current mode of the cluster:$ crsctl get cluster mode status 2. Run the following command to ensure that the Grid Naming Service (GNS) is configured with a fixed VIP:$ srvctl config gns This procedure cannot succeed unless GNS is configured with a fixed VIP. If there is no GNS, then, as root, create one, as follows:# srvctl add gns -vip vip_name | ip_address Run the following command as root to start GNS:# srvctl start gns 3. Use the Oracle Automatic Storage Management Configuration Assistant (ASMCA) to enable Oracle Flex ASM in the cluster before you change the cluster mode.4. Run the following command as root to change the mode of the cluster to be an Oracle Flex Cluster:# crsctl set cluster mode flex 5. Stop Oracle Clusterware by running the following command as root on each node in the cluster:# crsctl stop crs 6. Start Oracle Clusterware by running the following command as root on each node in the cluster:# crsctl start crs -wait Note:Use the -wait option to display progress and status messages.Changing the Node RoleThe configured role of a node, whether it is a Hub Node or a Leaf Node, is kept locally, and is initially set at the time of installation. At startup, a node tries to come up in whatever role it was last configured.Use CRSCTL to change the role of a node, as follows:1. Run the following command to determine the current role of the local node:$ crsctl get node role config 2. Run the following command as root to change the role of the local node:# crsctl set node role {hub | leaf} Note:If you are changing a Leaf Node to a Hub Node, then you may have to run srvctl add vip to add a VIP, if a VIP does not already exist on the node. Leaf Nodes are not required to have VIPs.If you installed the cluster with DHCP-assigned VIPs, then there is no need to manually add a VIP.3. As root, stop Oracle High Availability Services on the node where you changed the role, as follows:# crsctl stop crs 4. If you are changing a Leaf Node to a Hub Node, then configure the Oracle ASM Filter Driver as root, as follows:# $ORACLE_HOME/bin/asmcmd afd_configure See Also:Oracle Automatic Storage Management Administrator's Guidefor more information about the asmcmd afd_configurecommand5. As root, restart Oracle High Availability Services on the node where you changed the role, as follows:# crsctl start crs -wait Note:Use the -wait option to display progress and status messages.6. Perform steps 3 and 5 on the local node.7. Manually update the inventory.If you convert a Hub Node to a Leaf Node, then run the following command on all remaining Hub Nodes:$ Grid_home/oui/bin/runInstaller -updateNodeList ORACLE_HOME=Oracle_home "CLUSTER_NODES={comma_separated_Hub_Node_list}" -silent -local CRS=TRUE On the newly converted Leaf Node, run the following command:$ Grid_home/oui/bin/runInstaller -updateNodeList ORACLE_HOME=Oracle_home "CLUSTER_NODES={Leaf_Node_name}" -silent -local CRS=TRUE If you convert a Leaf Node to a Hub Node, then run the following command on all Hub Nodes:$ Grid_home/oui/bin/runInstaller -updateNodeList ORACLE_HOME=Oracle_home "CLUSTER_NODES={comma_separated_Hub_Node_list}" -silent -local CRS=TRUE See Also:"Oracle RAC Environment CRSCTL Commands" for usage information about the preceding CRSCTL commandsCommand ReferenceOracle Clusterware Control (CRSCTL) Utility ReferenceRapid Home Provisioning and Server Control Command ReferenceOracle Clusterware Agent Framework C Application Program InterfacesOracle Clusterware C Application Program InterfacesOracle Cluster Registry Utility ReferenceTroubleshooting Oracle ClusterwareGlossaryDownloadCategoriesHomeMaster IndexMaster GlossaryData DictionarySQL KeywordsAcronymsInitialization ParametersError Messages5 Rapid Home ProvisioningRapid Home Provisioning is a method of deploying software homes to nodes in a cloud computing environment from a single cluster where you create, store, and manage templates of Oracle homes as images (called gold images) of Oracle software, such as databases, middleware, and applications. You can make a working copy of any gold image, and then you can provision that working copy to any node in the cloud.You store the gold images in a repository located on a Rapid Home Provisioning Server, which runs on one server in the Rapid Home Provisioning Server cluster that is a highly available provisioning system. This provisioning method simplifies quick patching of Oracle homes, thereby minimizing or completely eliminating downtime.Also, using Rapid Home Provisioning, you can provision Oracle Database software for the various versions of the Oracle Database releases, such as 10.2.0.5 (Oracle Database 10g), 11.2.0.x (Oracle Database 11g), 12.1.0.1, and 12.1.0.2 (Oracle Database 12c). When you provision such software, Rapid Home Provisioning offers additional features for creating various types of databases (such as Oracle Real Application Clusters (Oracle RAC), single instance, and Oracle Real Application Clusters One Node (Oracle RAC One Node) databases) on different types of storage, and other options, such as using templates and creating container databases (CDBs). Rapid Home Provisioning improves and makes more efficient patching of database software, allowing for rapid and remote patching of the software, in most cases, without any downtime for the database.Notes:Oracle does not support Rapid Home Provisioning on Windows operating systems.In Oracle Database 12c release 1 (12.1), the Rapid Home Provisioning Server does not manage operating system images or Oracle Grid Infrastructure homes.Rapid Home Provisioning simplifies maintenance in large environments because you have only to update software homes one time on the Rapid Home Provisioning Server.This section includes the following topics:Rapid Home Provisioning ArchitectureImplementing Rapid Home ProvisioningManaging Rapid Home Provisioning ClientsRapid Home Provisioning ArchitectureThe Rapid Home Provisioning architecture consists of Rapid Home Provisioning Servers and Rapid Home Provisioning Clients, and there is a Rapid Home Provisioning Server cluster and a Rapid Home Provisioning cluster.The Rapid Home Provisioning Server cluster is a repository for all data, of which there are primarily two types:Gold imagesMetadata related to users, roles, permissions, and identitiesThe Rapid Home Provisioning Server acts as a central server for provisioning Oracle homes, making them available on Rapid Home Provisioning Client clusters.Users operate on the Rapid Home Provisioning Server or Rapid Home Provisioning Client cluster site to request deployment of Oracle homes or to query gold images. When a user makes a request for an Oracle home, specifying a gold image, the Rapid Home Provisioning Client communicates with the Rapid Home Provisioning Server to pass on the request. The Rapid Home Provisioning Server processes the request by taking appropriate action to instantiate a copy of the gold image, and to make it available to the Rapid Home Provisioning Client cluster using available technologies such as Oracle Automatic Storage Management Cluster File System (Oracle ACFS), network file systems (NFSs), and snapshots.This section includes the following topics:Rapid Home Provisioning ServerRapid Home Provisioning ClientRapid Home Provisioning RolesRapid Home Provisioning ImagesRapid Home Provisioning ServerThe Rapid Home Provisioning Server is a highly available software provisioning system that uses Oracle Automatic Storage Management (Oracle ASM), Oracle Automatic Storage Management Cluster File System (Oracle ACFS), Grid Naming Service (GNS), and other components. The Rapid Home Provisioning Server primarily acts as a central server for provisioning Oracle homes, making them available to Rapid Home Provisioning Clients.Features of the Rapid Home Provisioning Server:Efficiently stores gold images for the managed homes, including separate binaries, and metadata related to users, roles, and permissions.Provides highly available network file system (HANFS) exports for homes accessed using mounts on remote clusters.Provides a list of available homes to clients upon request.Patch a software home once and then deploy the home to any Rapid Home Provisioning Client, instead of patching every site.Provides the ability to report on existing deployments.Rapid Home Provisioning ClientThe Rapid Home Provisioning Client is part of the Oracle Grid Infrastructure installed on all servers in the cloud. Users operate on a Rapid Home Provisioning Client to perform tasks such as requesting deployment of Oracle homes and listing available gold images. When a user requests an Oracle home specifying a gold image, the Rapid Home Provisioning Client communicates with the Rapid Home Provisioning Server to pass on the request. The Rapid Home Provisioning Server processes the request by instantiating a working copy of the gold image and making it available to the Rapid Home Provisioning Client using Oracle ACFS (recommended), a different local file system, or through NFS.The Rapid Home Provisioning Client:Utilizes Oracle ACFS to store working copies which can be rapidly provisioned as local homes; new homes can be quickly created or undone using Oracle ACFS snapshots.Note:Oracle supports using other local file systems besides Oracle ACFS.Provides a list of available homes from the Rapid Home Provisioning Server.Allows high availability NFS (HANFS) mounts from the Rapid Home Provisioning Server to be provisioned as working copies on the Rapid Home Provisioning Client cluster.The NFS home client is a Rapid Home Provisioning Client that does not have Oracle ACFS installed, but can still access the Rapid Home Provisioning Server through an NFS protocol. In an NFS protocol environment, the Rapid Home Provisioning Server must have a highly available NFS server configured so that the Rapid Home Provisioning Client will be highly available.Rapid Home Provisioning RolesAn administrator assigns roles to gold image users with access-level permissions defined for each role. Users on Rapid Home Provisioning Clients are also assigned specific roles. Rapid Home Provisioning includes basic built-in and composite built-in roles.Basic Built-In RolesThe basic built-in roles and their functions are:GH_ROLE_ADMIN: An administrative role for everything related to roles. Users assigned this role are able to run rhpctl verb role commands.GH_SITE_ADMIN: An administrative role for everything related to Rapid Home Provisioning Clients. Users assigned this role are able to run rhpctl verbclient commands.GH_SERIES_ADMIN: An administrative role for everything related to image series. Users assigned this role are able to run rhpctl verb seriescommands.GH_SERIES_CONTRIB: Users assigned this role can add images to a series using the rhpctl insertimage series command, or delete images from a series using the rhpctl deleteimage series command.GH_WC_ADMIN: An administrative role for everything related to working copies. Users assigned this role are able to run rhpctl verb workingcopycommands.GH_WC_OPER: A role that enables users to create a working copy for themselves or others using the rhpctl add workingcopy command with the-user option (when creating for others). Users assigned this role do not have administrative privileges and can only administer the working copies that they create.GH_WC_USER: A role that enables users to create a working copy using therhpctl add workingcopy command. Users assigned this role do not have administrative privileges and can only delete working copies that they create.GH_IMG_ADMIN: An administrative role for everything related to images. Users assigned this are role are able to run rhpctl verb image commands.GH_IMG_USER: A role that enables users to create an image using the rhpctl add | import image. Users assigned this role do not have administrative privileges and can only delete images that they create.GH_IMG_TESTABLE: A role that enables users to add a working copy only when an image is in the TESTABLE state. Users assigned this role must also be assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a working copy.GH_IMG_RESTRICT: A role that enables users to add a working copy only when an image is in the RESTRICTED state. Users assigned this role must also be assigned either the GH_WC_ADMIN role or the GH_WC_USER role to add a working copy.GH_IMG_PUBLISH: Users assigned this role can promote an image to another state or retract an image from the PUBLISHED state to either the TESTABLE orRESTRICTED state.GH_IMG_VISIBILITY: Users assigned this role can modify access to promoted or published images using the rhpctl allow | disallow imagecommands.Composite Built-In RolesThe composite built-in roles and their functions are:GH_SA: The Oracle Grid Infrastructure user on a Rapid Home Provisioning Server automatically inherits this role.The GH_SA role includes the following basic built-in roles: GH_ROLE_ADMIN, GH_SITE_ADMIN, GH_SERIES_ADMIN, GH_SERIES_CONTRIB, GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT, GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.GH_CA: The Oracle Grid Infrastructure user on a Rapid Home Provisioning Client automatically inherits this role.The GH_CA role includes the following basic built-in roles: GH_SERIES_ADMIN, GH_SERIES_CONTRIB, GH_WC_ADMIN, GH_IMG_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT, GH_IMG_PUBLISH, and GH_IMG_VISIBILITY.GH_OPER: This role includes the following built-in roles: GH_WC_OPER, GH_SERIES_ADMIN, GH_IMG_TESTABLE, GH_IMG_RESTRICT, and GH_IMG_USER. Users assigned this role have limited access and cannot delete images.Consider a gold image called G1 that is available on the Rapid Home Provisioning Server with the GH_WC_USER user role. This role allows users read-only permission on G1.Further consider that a user, U1, on a Rapid Home Provisioning Client, Cl1, has the GH_WC_USER role. If U1 requests to provision an Oracle home based on the gold image G1, then U1 can do so, because of the permissions granted by the GH_WC_USER role, which is also assigned to G1. If U1 requests to delete G1, however, then that request would be denied because the GH_WC_USER role does not have the necessary permissions.The Rapid Home Provisioning Server can associate user-role mappings to the Rapid Home Provisioning Client. After the Rapid Home Provisioning Server delegates user-role mappings, the Rapid Home Provisioning Client can then modify user-role mappings on the Rapid Home Provisioning Server for all users that belong to the Rapid Home Provisioning Client. This is implied by the fact that only the Rapid Home Provisioning Server qualifies user IDs from a Rapid Home Provisioning Client site with the client cluster name of that site. Thus, the Rapid Home Provisioning Client CL1 will not be able to update user mappings of a user on CL2, where CL2 is the cluster name of a different Rapid Home Provisioning Client.Rapid Home Provisioning ImagesBy default, when you create a gold image using either rhpctl import image orrhpctl add image, the image is ready to provision working copies. However, under certain conditions, you may want to restrict access to images to enable someone to test or validate the image before making it available for general use.Image StateYou can set the state of an image to TESTABLE or RESTRICTED so that only users with the GH_IMG_TESTABLE or GH_IMG_RESTRICT roles can provision working copies from this image. Once the image has been tested or validated, you can change the state and make the image available for general use by running the rhpctl promote image -image image_name -state PUBLISHED command. The default image state is PUBLISHED when you add a new gold image, and if you do not specify the state in either the rhpctl add image or rhpctl import image commands.Image SeriesUsing an image series is a convenient way to group different images into a logical sequence. Rapid Home Provisioning treats each image as an independent entity with respect to other images. No relationship is assumed between images, even if they follow some specific nomenclature. The image administrator names images in some logical manner that makes sense to its user community.Use the rhpctl add series command to create an image series and associate one or more images to this series. The list of images in an image series is an ordered list. Use the rhpctl insertimage series and rhpctl deleteimage series to add and delete images in an image series. You can also change the order of images in a series using these commands.Implementing Rapid Home ProvisioningAfter you install and configure Oracle Clusterware, you can configure and start Rapid Home Provisioning.This section includes the following topics:Creating a Rapid Home Provisioning ServerAdding Gold Images to the Rapid Home Provisioning ServerProvisioning SoftwareCreating a Rapid Home Provisioning ClientCreating a Rapid Home Provisioning ServerThe Rapid Home Provisioning Server uses a repository that you create in an Oracle ACFS file system in which you store all the software homes that you want to make available to clients.To create a Rapid Home Provisioning Server:1. Use the Oracle ASM configuration assistant (ASMCA) to create an Oracle ASM disk group on the Rapid Home Provisioning Server to store software, as follows:$ Grid_home/bin/asmca Because this disk group is used to store software, Oracle recommends a minimum of 1 TB for this disk group.Note:You must set Oracle ASM Dynamic Volume Manager (Oracle ADVM) compatibility settings for this disk group to 12.1.2. Provide a mount path that exists on all nodes of the cluster. The Rapid Home Provisioning Server uses this path to mount gold images.$ mkdir -p storage_path/images 3. As root, create the Rapid Home Provisioning Server resource, as follows:# Grid_home/bin/srvctl add rhpserver -storage storage_path     -diskgroup disk_group_name 4. Start the Rapid Home Provisioning Server, as follows:$ Grid_home/bin/srvctl start rhpserver After you start the Rapid Home Provisioning Server, use the Rapid Home Provisioning Control (RHPCTL) utility to further manage Rapid Home Provisioning.Adding Gold Images to the Rapid Home Provisioning ServerThe Rapid Home Provisioning Server stores and serves gold images of software homes. These images must be instantiated on the Rapid Home Provisioning Server.Note:Images are read-only, and you cannot run programs from them. To create a usable software home from an image, you must create a working copy. You cannot directly use images as software homes. You can, however, use images to create working copies (software homes).You can import software to the Rapid Home Provisioning Server using any one of the following methods:You can import an image from an installed home on the Rapid Home Provisioning Server using the following command:rhpctl import image -image image_name -path path_to_installed_home   [-imagetype ORACLEDBSOFTWARE | SOFTWARE] You can import an image from an installed home on a Rapid Home Provisioning Client, using the following command run from the Rapid Home Provisioning Client:rhpctl import image -image image_name -path path_to_installed_home You can create an image from an existing working copy using the following command:rhpctl add image –image image_name -workingcopy working_copy_name The preceding commands create an Oracle ACFS file system in the Rapid Home Provisioning root directory, similar to the following:/u01/rhp/images/images/RDBMS_121020617524 See Also:Appendix F, "Rapid Home Provisioning and Server Control Command Reference" for more information about the preceding RHPCTL commandsProvisioning SoftwareAfter you import an image, you can provision software by adding a working copy either on the Rapid Home Provisioning Server or on the Rapid Home Provisioning Client. You can run the software provisioning command on either the Server or the Client.1. To provision software on the Rapid Home Provisioning Server:rhpctl add workingcopy -workingcopy working_copy_name -image image_name 2. To create a working copy on the Rapid Home Provisioning Client:rhpctl add workingcopy -workingcopy working_copy_name -image image_name    -storagetype storage_type -path path_to_software_home 3. To create a working copy on the Rapid Home Provisioning Client from the Rapid Home Provisioning Server:rhpctl add workingcopy -workingcopy working_copy_name -image image_name    -path path_to_software_home -client client_cluster_name Notes:The directory you specify in the -path parameter must be empty.You can re-run the provisioning command in case of an interruption or failure due to system or user errors. After you fix the reported errors, re-run the command and it will resume from the point of failure.See Also:"Storage Space for Provisioned Software" for more informationThis section includes the following topics:Storage Space for Provisioned SoftwareProvisioning for a Different UserStorage Space for Provisioned SoftwareYou control storage space for provisioned software using the -storagetype and -path parameters of the rhpctl add workingcopy command. If you specify -path, then the application software will always be provisioned on the path you specify. If the file system of this path is shared among all of the nodes in the cluster, then the working copy will be created on this shared storage. If the file system is not shared, then the entire application software gets copied to the given path on every node in the cluster.In addition to the -path parameter, if you specify -storagetype, then the type of storage you specify with this parameter is used. If you specify -storagetype NFS, then the path you provide is used as an NFS mount point. With NFS storage, the software resides on the Rapid Home Provisioning Server cluster, and is accessible as read/write on the Rapid Home Provisioning Client cluster over NFS. In this case, the same software is visible on all nodes of the remote cluster and is therefore shared across all nodes. You cannot specify NFS storage when provisioning software on the Rapid Home Provisioning Server cluster.If you specify -storagetype LOCAL, then working copies are stored in user-provided file systems, and not in storage provided by Rapid Home Provisioning. If you did not specify the -path parameter, then a default Oracle home path, such asoracle_base_path/product/db_version/workingcopy_name, based on the value of the -oraclebase option is used to provision the database software. This path could be shared or non-shared.If you do not specify the -storagetype and -path parameters, then the Rapid Home Provisioning Server uses the default storage type, RHP_MANAGED, and the Rapid Home Provisioning Server creates an Oracle ACFS shared file system. If you do not specify the -path parameter, then Rapid Home Provisioning creates an Oracle ACFS shared file system on the target cluster and makes the software available to the user from this file system. This can happen on the Rapid Home Provisioning Client cluster only if you configured the Rapid Home Provisioning Client with an Oracle ASM disk group.Provisioning for a Different UserIf you want a different user to provision software, then use the -user and -clientparameters of the rhpctl add workingcopy command. If the provisioning is for the cluster from where you run the command, then you do not need to specify the -client parameter. When the provisioning is completed, all files and directories of the provisioned software are owned by the user you specified. Permissions on files on the remotely provisioned software are the same as the permissions that existed on the gold image from where you provisioned the application software.Creating a Rapid Home Provisioning ClientUsers operate on a Rapid Home Provisioning Client to perform tasks such as requesting deployment of Oracle homes and querying gold images.To create a Rapid Home Provisioning Client:1. If there is no highly available VIP (HAVIP) on the Rapid Home Provisioning Server, then, as the root user, create an HAVIP, as follows:# srvctl add havip -id id -address {host_name | ip_address} You can specify either a host name or IPv4 or IPv6 IP address. The IP address that you specify for HAVIP or the address that is resolved from the specified host name must not be in use when you run this command.Note:The highly available VIP must be in the same subnet as the default network configured in the Rapid Home Provisioning Server cluster. You can obtain the subnet by running the following command:srvctl config network -netnum network_number 2. On the Rapid Home Provisioning Server as the Grid home owner, create the client data file, as follows:$ rhpctl add client -client client_cluster_name -toclientdata path RHPCTL creates the client data file in the directory path you specify after the -toclientdata flag. The name of the client data file isclient_cluster_name.xml.Note:The client_cluster_name must be unique and it must match the cluster name of the client cluster where you run step 4.3. Copy the client data file that you created in the previous step to a directory on the client cluster that has read/write permissions to the Grid home owner on the Rapid Home Provisioning Client.4. Create the Rapid Home Provisioning Client by running the following command as root on the client cluster:# srvctl add rhpclient -clientdata path_to_client_data    [-diskgroup disk_group_name -storage base_path] If you want to provision working copies to Oracle ACFS storage on this cluster, and you have already created a disk group for this purpose, then specify this disk group in the preceding command. In this case, also specify a storage path which will be used as a base path for all mount points when creating Oracle ACFS file systems for storing working copies.Note:Once you configure a disk group on a Rapid Home Provisioning Client, you cannot remove it from or change it in the Rapid Home Provisioning Client configuration. The only way you can do either (change or remove) is to completely remove the Rapid Home Provisioning Client using the srvctl remove client command, and then add it back with a different disk group, if necessary. Before you remove a Rapid Home Provisioning Client, ensure that you remove all registered users from this cluster and all working copies provisioned on this cluster.5. Start the Rapid Home Provisioning Client, as follows:$ srvctl start rhpclient 6. Check the status of the Rapid Home Provisioning Client, as follows:$ srvctl status rhpclient Managing Rapid Home Provisioning ClientsRapid Home Provisioning Client management tasks include:Enabling and Disabling Rapid Home Provisioning ClientsCreating Users and Assigning Roles for Rapid Home Provisioning Client Cluster UsersManaging the Rapid Home Provisioning Client PasswordEnabling and Disabling Rapid Home Provisioning ClientsRapid Home Provisioning Clients communicate with the Rapid Home Provisioning Server for all actions. You cannot run any RHPCTL commands without a connection to a Rapid Home Provisioning Server.From the Rapid Home Provisioning Server, you can enable or disable Rapid Home Provisioning Clients by running the following command from the Rapid Home Provisioning Server cluster:$ rhpctl modify client -client client_name -enabled TRUE | FALSE To enable a Rapid Home Provisioning Client, specify -enabled TRUE. Conversely, specify -enabled FALSE to disable the client. When you disable a Rapid Home Provisioning Client cluster, all RHPCTL commands from that client cluster will be rejected by the Rapid Home Provisioning Server, unless and until you re-enable the client.Note:Disabling a Rapid Home Provisioning Client cluster does not disable any existing working copies on the client cluster. The working copies will continue to function and any databases in those working copies will continue to run, even if their Oracle home storage comes from the Rapid Home Provisioning Server cluster over NFS.Creating Users and Assigning Roles for Rapid Home Provisioning Client Cluster UsersUse the -maproles parameter with the rhpctl add client command to create users and assign roles to Rapid Home Provisioning Client users. 
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Use the following procedure to import OCR on Linux or UNIX systems:

1  $ olsnodes 
2. # crsctl stop crs 

If there is an error, stop Oracle Clusterware by running the following command 
as root on all of the nodes:

# crsctl stop crs -f 
3. Then run the following line as root:
# crsctl start crs -excl 

Run as root:
# crsctl stop resource ora.crsd -init 
4. Import OCR by running the following command as root:
# ocrconfig -import file_name 
5. Verify the integrity of OCR:
# ocrcheck
6. Stop Oracle Clusterware on the node where it is running in exclusive mode:
# crsctl stop crs -f 
7. Begin to start Oracle Clusterware by running the following command asroot on all of 

the nodes:
# crsctl start crs 
8. Verify OCR integrity of all of the cluster nodes that are configured as part of your 

cluster by running the following CVU command:
$ cluvfy comp ocr -n all -verbose 
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Storing Voting Files on Oracle ASM
Oracle ASM manages voting files differently from other files that it stores 
Once you configure voting files on Oracle ASM, you can only make changes to the voting 
files' configuration using the crsctl replace votedisk command. 
The number of voting files you can store in a particular Oracle ASM disk group depends 
upon the redundancy of the disk group.
By default, Oracle ASM puts each voting file in its own failure group within the disk 
group. 
The redundancy level that you choose for the Oracle ASM disk group determines how 
Oracle ASM mirrors files in the disk group, and determines the number of disks and 
amount of disk space that you require. 
A quorum failure group is a special type of failure group that is used to store the Oracle 
Clusterware voting files. Redundancy levels include:
External redundancy: An external redundancy disk group requires a minimum of one 
disk device. The effective disk space in an external redundancy disk group is the sum of 
the disk space in all of its devices.
External, Normal, and High Redundancy Levels are possible. External redundancy should 
be protected with the appropriate RAID storage device.
Using the crsctl replace votedisk command, you can move a given set of voting files from 
one Oracle ASM disk group into another, or onto a certified file system.
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Backing Up Voting FilesOracle Clusterware automatically backs up voting file data in OCR as part of any configuration change and automatically restores the data to any voting file added. If all voting files are corrupted, however, you can restore them as described in "Restoring Voting Files".Restoring Voting FilesIf all of the voting files are corrupted, then you can restore them, as follows:1. Restore OCR as described in "Restoring Oracle Cluster Registry", if necessary.This step is necessary only if OCR is also corrupted or otherwise unavailable, such as if OCR is on Oracle ASM and the disk group is no longer available.See Also:Oracle Automatic Storage Management Administrator's Guidefor more information about managing Oracle ASM disk groups2. Run the following command as root from only one node to start the Oracle Clusterware stack in exclusive mode, which does not require voting files to be present or usable:# crsctl start crs -excl 3. Run the crsctl query css votedisk command to retrieve the list of voting files currently defined, similar to the following:$ crsctl query css votedisk --  -----    -----------------                --------- --------- ##  STATE    File Universal Id                File Name Disk group  1. ONLINE   6f57843d89464c46ea747362e8a3fa43 (/dev/sdb1) [DATA]  2. ONLINE   7c54856e98474f61bf349401e7c9fb95 (/dev/sdc1) [DATA]  3. ONLINE   9c46232b76234f61fc934673d5c8ec59 (/dev/sdd1) [DATA] This list may be empty if all voting files were corrupted, or may have entries that are marked as status 3 or OFF.4. Depending on where you store your voting files, do one of the following:If the voting files are stored in Oracle ASM, then run the following command to migrate the voting files to the Oracle ASM disk group you specify:crsctl replace votedisk +asm_disk_group The Oracle ASM disk group to which you migrate the voting files must exist in Oracle ASM. You can use this command whether the voting files were stored in Oracle ASM or some other storage device.If you did not store voting files in Oracle ASM, then run the following command using the File Universal Identifier (FUID) obtained in the previous step:$ crsctl delete css votedisk FUID Add a voting file, as follows:$ crsctl add css votedisk path_to_voting_disk 5. Stop the Oracle Clusterware stack as root:# crsctl stop crs Note:If the Oracle Clusterware stack is running in exclusive mode, then use the -f option to force the shutdown of the stack.6. Restart the Oracle Clusterware stack in normal mode as root:# crsctl start crs Adding, Deleting, or Migrating Voting FilesYou can add, remove, and migrate voting files after you install Oracle Clusterware. Note that the commands you use to do this are different, depending on whether your voting files are located in Oracle ASM, or are located in another storage option.Modifying voting files that are stored in Oracle ASMTo display the voting file FUID and file path of each current voting file, run thecrsctl query css votedisk command to display output similar to the following:$ crsctl query css votedisk --  -----    -----------------                --------- --------- ##  STATE    File Universal Id                File Name Disk group  1. ONLINE   6f57843d89464c46ea747362e8a3fa43 (/dev/sdb1) [DATA]  2. ONLINE   7c54856e98474f61bf349401e7c9fb95 (/dev/sdc1) [DATA]  3. ONLINE   9c46232b76234f61fc934673d5c8ec59 (/dev/sdd1) [DATA] This command returns a disk sequence number, the status of the disk, the FUID, the path of the disk, and the name of the Oracle ASM disk group on which the disk is stored.To migrate voting files from Oracle ASM to an alternative storage device, specify the path to the non-Oracle ASM storage device with which you want to replace the Oracle ASM disk group using the following command:$ crsctl replace votedisk path_to_voting_disk You can run this command on any node in the cluster.To replace all voting files not stored in Oracle ASM with voting files managed by Oracle ASM in an Oracle ASM disk group, run the following command:$ crsctl replace votedisk +asm_disk_group Modifying voting files that are not stored on Oracle ASM:To display the voting file FUID and file path of each current voting file, run the following command:$ crsctl query css votedisk ##  STATE    File Universal Id                File Name Disk group --  -----    -----------------                --------- ---------  1. ONLINE   7c54856e98474f61bf349401e7c9fb95 (/cfs/host09_vd3) [] This command returns a disk sequence number, the status of the disk, the FUID, and the path of the disk and no name of an Oracle ASM disk group.To add one or more voting files, run the following command, replacing thepath_to_voting_disk variable with one or more space-delimited, complete paths to the voting files you want to add:$ crsctl add css votedisk path_to_voting_disk [...] To replace voting file A with voting file B, you must add voting file B, and then delete voting file A. To add a new disk and remove the existing disk, run the following command, replacing the path_to_voting_diskB variable with the fully qualified path name of voting file B:$ crsctl add css votedisk path_to_voting_diskB -purge The -purge option deletes existing voting files.To remove a voting file, run the following command, specifying one or more space-delimited, voting file FUIDs or comma-delimited directory paths to the voting files you want to remove:$ crsctl delete css votedisk {FUID | path_to_voting_disk[...]} Note:If the cluster is down and cannot restart due to lost voting files, then you must start CSS in exclusive mode by running the following command, asroot:# crsctl start crs -excl After you start CSS in exclusive mode, you can replace the voting file, as follows:# crsctl replace votedisk path_to_voting_disk Migrating voting files to Oracle ASMTo migrate voting files to Oracle ASM, specify the Oracle ASM disk group name in the following command:$ crsctl replace votedisk +asm_disk_group You can run this command on any node in the cluster.Verifying the voting file locationAfter modifying the voting file, verify the voting file location, as follows:$ crsctl query css votedisk 
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Prerequisite Steps for Adding Cluster Nodes
1. Make physical connections.

Connect the nodes' hardware to the network infrastructure of your cluster. In a 
virtual environment, configure your Virtual Machine accordingly.

2. Install the operating system.
Install a cloned image of the operating system that matches the operating system 
on the other nodes in your cluster, including required service patches, updates, and 
drivers. 
Oracle recommends that you use a cloned image. However, if the installation fulfills 
the installation requirements, then install the operating system according to the 
vendor documentation.

3. Create Oracle users.
You must create all Oracle users on the new node that exist on the existing nodes.
4. Ensure that SSH is configured on the node.
SSH is configured when you install Oracle Clusterware 12c.

5. Verify the hardware and operating system installations with the Cluster Verification 
Utility (CVU).

a. $ cluvfy comp peer [-refnode ref_node] -n node_list [-orainv orainventory_group] 
[-osdba osdba_group] [-verbose] 

b. Ensure that the Grid Infrastructure Management Repository has at least an 
additional 500 MB of space for each node added above four, as follows:

$ oclumon manage -get repsize
Add additional space, if required, as follows:
$ oclumon manage -repos change_repos_size total_in_MB
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Oracle Resources and Agents
Oracle Clusterware Resources and Agents
Describing the framework that Oracle Clusterware uses to 
monitor and manage resources, to ensure high application 
availability:

• Resources

• Resource Types

• Agents

• Action Scripts

• Building an Agent

• Registering a Resource in Oracle Clusterware

• Resources
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Oracle Clusterware manages applications when they are registered as resources with Oracle Clusterware. Oracle Clusterware has access to application-specific primitives that have the ability to start, stop, and monitor a specific resource. Oracle Clusterware runs all resource-specific commands through an entity called an agent.An agent is a process that contains the agent framework and user code to manage resources. The agent framework is a library that enables you to plug in your application-specific code to manage customized applications. You program all of the actual application management functions, such as starting, stopping and checking the health of an application, into the agent. These functions are referred to as entry points.The agent framework is responsible for invoking these entry point functions on behalf of Oracle Clusterware. Agent developers can use these entry points to plug in the required functionality for a specific resource regarding how to start, stop, and monitor a resource. Agents are capable of managing multiple resources.Agent developers can set the following entry points as callbacks to their code:ABORT: If any of the other entry points hang, the agent framework calls the ABORT entry point to stop the ongoing action. If the agent developer does not supply a stop function, then the agent framework exits the agent program.ACTION: The ACTION entry point is Invoked when a custom action is invoked using the clscrs_request_action API of the crsctl request actioncommand.CHECK: The CHECK (monitor) entry point acts to monitor the health of a resource. The agent framework periodically calls this entry point. If it notices any state change during this action, then the agent framework notifies Oracle Clusterware about the change in the state of the specific resource.CLEAN: The CLEAN entry point acts whenever there is a need to clean up a resource. It is a non-graceful operation that is invoked when users must forcefully terminate a resource. This command cleans up the resource-specific environment so that the resource can be restarted.DELETE: The DELETE entry point is invoked on every node where a resource can run when the resource is unregistered.MODIFY: The MODIFY entry point is invoked on every node where a resource can run when the resource profile is modified.START: The START entry point acts to bring a resource online. The agent framework calls this entry point whenever it receives the start command from Oracle Clusterware.STOP: The STOP entry points acts to gracefully bring down a resource. The agent framework calls this entry point whenever it receives the stop command from Oracle Clusterware.



Adding User-Defined Resources
• Adding a Resource to a Specified Server Pool

$ crsctl add resource myApache -type cluster_resource -attr   
"ACTION_SCRIPT=/opt/cluster/scripts/myapache.scr,    
PLACEMENT=restricted,    SERVER_POOLS=server_pool_list,    
CHECK_INTERVAL=30,    RESTART_ATTEMPTS=2,    
START_DEPENDENCIES=hard(appsvip),    
STOP_DEPENDENCIES=hard(appsvip)" 

Use the crsctl add resource command to add a resource to a server 
pool.

To add the Apache Web server to a specific server pool as a resource 
using the policy-based deployment scheme, run the following 
command as the user that is supposed to run the Apache Server (i.e., 
as root).



Adding Resources Using Oracle Enterprise Manager

To add resources to Oracle Clusterware using Oracle Enterprise Manager:
1. Log into Oracle Enterprise Manager Cloud Control.
2. Select the cluster target that you want to modify.
3. From the cluster target menu, select Administration > Resources >Manage.
4. Enter a cluster administrator user name and password to display the Add 

Resource page.
5. Enter a name for the resource in the Name field.
(N.B. A resource name cannot begin with a period nor with the character 

string ora.)
6. Choose either cluster_resource or local_resource from the Resource 

Type drop down.
7. Optionally, enter a description of the resource in the Description field.
8. Select Start the resource after creation if you want the resource to start 

immediately.
9. The optional parameters in the Placement section define where in a cluster 

Oracle Clusterware places the resource.



Functional, Technical, and Business Concepts

The Grid is the cloud. The cloud is the grid...



Oracle12c Clusterware Installation

■ Oracle Virtual Box
▪ Installation
▪ Configuration

— Storage

— Network

— Capacity Planning
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Oracle12c Clusterware Installation
▪ Oracle Grid Infrastructure Installation

• Oracle ASM Configuration

• ASM
• Flex ASM

• Oracle ASM Customization

• Oracle12c Database Installation and Configuration

When selecting an installation type, it should reflect the need 
for RAC, RAC One Node cluster databases or Standalone 
Databases.
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Virtual Clusterware for RAC, RAC One Node and 
Standalone Databases

The Grid is the cloud. The cloud is the grid...



Oracle12c Clusterware Installation

■ Installation Map for a Virtual Environment
▪ Oracle Virtual Box Environment Configuration

• Storage Stack

• Memory and Computing Resources Requirements

▪ Oracle Grid Infrastructure Installation
• Oracle ASM Installation and Configuration

• ASM

• FlexASM Configuration

• Oracle ASM Extensions

• ASM Dynamic Volume Management (ADVM)

• ASM Cluster File System (ACFS)
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Oracle12c Database Installation and 
Configuration

■ Standalone Installation and Configuration
■ RAC Cluster Database Installation and Configuration
■ RAC One Node Database Installation and Configuration
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Working with the Oracle12c Clusterware
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Customizing Clusterware Services

The Grid is the cloud. The cloud is the grid...



Oracle Virtual Box Configuration



Adding a Cluster Node on Linux and UNIX Systems

To add a node:

1. Ensure that you have successfully installed Oracle Clusterware on at least one node in 
your cluster environment. See Also:

2. Verify the integrity of the cluster and node3:

$ cluvfy stage -pre nodeadd -n node3 [-fixup] [-verbose] 

3. To extend the Oracle Grid Infrastructure home to the node3, navigate to 
the Grid_home/addnode directory on node1 and run the addnode.shscript as the 
user that installed Oracle Clusterware.

To run addnode.sh in interactive mode, run addnode.sh fromGrid_home/addnode.

For an Oracle Clusterware standard Cluster:

./addnode.sh -silent "CLUSTER_NEW_NODES={node3}" "CLUSTER_NEW_VIRTUAL_   
HOSTNAMES={node3-vip}" 

./addnode.sh -silent "CLUSTER_NEW_NODES={node3}" "CLUSTER_NEW_VIRTUAL_   
HOSTNAMES={node3-vip}" "CLUSTER_NEW_NODE_ROLES={hub}" 

./addnode.sh -silent "CLUSTER_NEW_NODES={node3,node4}" 
"CLUSTER_NEW_VIRTUAL_HOSTNAMES={node3-vip,}" 
"CLUSTER_NEW_NODE_ROLES={hub,leaf}" 
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Adding a Cluster Node on Linux and UNIX Systems
4. If prompted, then run the orainstRoot.sh script as root to populate 

the/etc/oraInst.loc file with the location of the central inventory. For example:

# /opt/oracle/oraInventory/orainstRoot.sh 

5. If you have an Oracle RAC or Oracle RAC One Node database configured on the 
cluster and you have a local Oracle home, then do the following to extend the 
Oracle database home to node3:

a. Navigate to the Oracle_home/addnode directory on node1and run 
the addnode.sh script as the user that installed Oracle RAC using the following 
syntax:

$ ./addnode.sh "CLUSTER_NEW_NODES={node3}" 

b. Run the Oracle_home/root.sh script on node3 as root, where Oracle_home is the 
Oracle RAC home.

If you have a shared Oracle home that is shared using Oracle Automatic Storage 
Management Cluster File System (Oracle ACFS), then do the following to extend the 
Oracle database home to node3:

c. Run the Grid_home/root.sh script on node3 as root, where Grid_home is the Oracle 
Grid Infrastructure home.

Presenter
Presentation Notes
Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses.As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  either IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Adding a Cluster Node on Linux and UNIX Systems
d. Run the following command as the user that installed Oracle RAC from 

the Oracle_home/oui/bin directory on the node you are adding to add the Oracle 
RAC database home:

$ ./runInstaller -attachHome ORACLE_HOME="ORACLE_HOME" 
"CLUSTER_NODES={node3}" LOCAL_NODE="node3" 
ORACLE_HOME_NAME="home_name" -cfs

e. Navigate to the Oracle_home/addnode directory on node1and run 
the addnode.sh script as the user that installed Oracle RAC using the following 
syntax:

$ ./addnode.sh -noCopy "CLUSTER_NEW_NODES={node3}" 

N.B.:

Use the -noCopy option because the Oracle home on the destination node is already 
fully populated with software.

If you have a shared Oracle home on a shared file system that is not Oracle ACFS, then 
you must first create a mount point for the Oracle RAC database home on the target 
node, mount and attach the Oracle RAC database home, and update the Oracle 
Inventory, as follows:

f. Run the srvctl config database -db db_namecommand on an existing node in the 
cluster to obtain the mount point information.

Presenter
Presentation Notes
Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses.As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  either IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Adding a Cluster Node on Linux and UNIX Systems
g. Run the following command as root on node3 to create the mount point:
# mkdir -p mount_point_path
h. Mount the file system that hosts the Oracle RAC database home.
i. Run the following command as the user that installed Oracle RAC from 

the Oracle_home/oui/bin directory on the node you are adding to add the Oracle 
RAC database home:
$ ./runInstaller -attachHome ORACLE_HOME="ORACLE_HOME" "CLUSTER 
_NODES={local_node_name}" LOCAL_NODE="node_name" 
ORACLE_HOME_NAME="home_name" -cfs

j. Navigate to the Oracle_home/addnode directory on node1 and run 
the addnode.sh script as the user that installed Oracle RAC using the following 
syntax:
$ ./addnode.sh -noCopy "CLUSTER_NEW_NODES={node3}" 

6. Run the Grid_home/root.sh script on the node3 as root and run the subsequent 
script, as instructed. Note below:

a. If you ran the root.sh script in the step 5, then you do not need to run it again.
b. If you have a policy-managed database, then you must ensure that the Oracle home 

is cloned to the new node before you run the root.sh script.
2. Start the Oracle ACFS on the new node by running the following from grid home”

# srvctl start filesystem -device volume_device_name -node node3 
3. Run the following CVU command as the user that installed Oracle Clusterware:

$ cluvfy stage -post nodeadd -n node3 [-verbose]

Presenter
Presentation Notes
Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses.As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  either IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Cloning Oracle Clusterware

Cloning is the process of copying an existing Oracle 
Clusterware installation to a different location and then 
updating the copied installation to work in the new 
environment. Changes made by one-off patches applied on 
the source Oracle Grid Infrastructure home are also 
present after cloning. During cloning, you run a script that 
replays the actions that installed the Oracle Grid 
Infrastructure home.

Cloning requires that you start with a successfully installed 
Oracle Grid Infrastructure home. You use this home as the 
basis for implementing a script that extends the Oracle 
Grid Infrastructure home to create a cluster based on the 
original Grid home.

Manually creating the cloning script can be error prone. 

Presenter
Presentation Notes
A cloned installation acts the same as its source installation. For example, you can remove the cloned Oracle Grid Infrastructure home using OUI or patch it using OPatch. You can also use the cloned Oracle Grid Infrastructure home as the source for another cloning operation. You can create a cloned copy of a test, development, or production installation by using the command-line cloning scripts.The default cloning procedure is adequate for most cases. However, you can also customize some aspects of cloning, such as specifying custom port assignments or preserving custom settings.For example, you can specify a custom port for the listener, as follows:$ export ORACLE_HOME=/u01/app/12.1.0/grid $ $ORACLE_HOME/bin/srvctl modify listener -endpoints tcp:12345 The cloning process works by copying all of the files from the source Oracle Grid Infrastructure home to the destination Oracle Grid Infrastructure home. You can clone either a local (non-shared) or shared Oracle Grid Infrastructure home. Thus, any files used by the source instance that are located outside the source Oracle Grid Infrastructure home's directory structure are not copied to the destination location.The size of the binary files at the source and the destination may differ because these files are relinked as part of the cloning operation, and the operating system patch levels may also differ between these two locations. Additionally, the number of files in the cloned home would increase because several files copied from the source, specifically those being instantiated, are backed up as part of the clone operation.Preparing the Oracle Grid Infrastructure Home for CloningTo prepare the source Oracle Grid Infrastructure home to be cloned, create a copy of an installed Oracle Grid Infrastructure home and then use it to perform the cloning procedure on other nodes. Use the following step-by-step procedure to prepare the copy of the Oracle Grid Infrastructure home:Step 1: Install Oracle ClusterwareStep 2: Shut Down Running SoftwareStep 3: Create a Copy of the Oracle Grid Infrastructure HomeStep 1: Install Oracle ClusterwareUse the detailed instructions in the Oracle Grid Infrastructure Installation Guide to perform the following steps on the source node:1. Install Oracle Clusterware 12c. This installation puts Oracle Cluster Registry (OCR) and the voting file on Oracle Automatic Storage Management (Oracle ASM).Note:Either install and configure the Oracle Grid Infrastructure for a cluster or install just the Oracle Clusterware software, as described in your platform-specific Oracle Grid Infrastructure Installation Guide.If you installed and configured Oracle Grid Infrastructure for a cluster, then you must stop Oracle Clusterware before performing the cloning procedures. If you performed a software-only installation, then you do not have to stop Oracle Clusterware.2. Install any patches that are required (for example, an Oracle Grid Infrastructure bundle patch), if necessary.3. Apply one-off patches, if necessary.Step 2: Shut Down Running SoftwareBefore copying the source Oracle Grid Infrastructure home, shut down all of the services, databases, listeners, applications, Oracle Clusterware, and Oracle ASM instances that run on the node. Oracle recommends that you use the Server Control (SRVCTL) utility to first shut down the databases, and then the Oracle Clusterware Control (CRSCTL) utility to shut down the rest of the components.Step 3: Create a Copy of the Oracle Grid Infrastructure HomeTo keep the installed Oracle Grid Infrastructure home as a working home, make a full copy of the source Oracle Grid Infrastructure home for cloning.Tip:When creating the copy, a best practice is to include the release number in the name of the file.Use one of the following methods to create a compressed copy of the Oracle Grid Infrastructure home, where Grid_home is the original Oracle Grid Infrastructure home on the original node with all files included, and copy_path is the directory path to the copied Oracle Grid Infrastructure home with unnecessary files deleted.Method 1: Create a copy of the Oracle Grid Infrastructure home and remove the unnecessary files from the copy:1. On the source node, create a copy of the Oracle Grid Infrastructure home. To keep the installed Oracle Grid Infrastructure home as a working home, make a full copy of the source Oracle Grid Infrastructure home and remove the unnecessary files from the copy. For example, as root on Linux systems, run the cp command:# cp -prf Grid_home copy_path 2. Delete unnecessary files from the copy.The Oracle Grid Infrastructure home contains files that are relevant only to the source node, so you can remove the unnecessary files from the copy of the Oracle Grid Infrastructure home in the log, crs/init, crf, andcdata directories. The following example for Linux and UNIX systems shows the commands to run to remove the unnecessary files from thecopy of the Oracle Grid Infrastructure home:[root@node1 root]# cd copy_path [root@node1 grid]# rm -rf log/host_name [root@node1 grid]# rm -rf gpnp/host_name [root@node1 grid]# find gpnp -type f -exec rm -f {} \; [root@node1 grid]# rm -rf cfgtoollogs/* [root@node1 grid]# rm -rf crs/init/* [root@node1 grid]# rm -rf cdata/* [root@node1 grid]# rm -rf crf/* [root@node1 grid]# rm -rf network/admin/*.ora [root@node1 grid]# rm -rf crs/install/crsconfig_params [root@node1 grid]# find . -name '*.ouibak' -exec rm {} \; [root@node1 grid]# find . -name '*.ouibak.1' -exec rm {} \; [root@node1 grid]# rm -rf root.sh* [root@node1 grid]# rm -rf rdbms/audit/* [root@node1 grid]# rm -rf rdbms/log/* [root@node1 grid]# rm -rf inventory/backup/* 3. Create a compressed copy of the previously copied Oracle Grid Infrastructure home using tar or gzip on Linux and UNIX systems. Ensure that the tool you use preserves the permissions and file timestamps. For example:On Linux and UNIX systems:[root@node1 root]# cd copy_path [root@node1 grid]# tar -zcvpf /copy_path/gridHome.tgz . In the preceding example, the cd command changes the location to the copy of the Oracle Grid Infrastructure home with the unnecessary files removed that you created in the first two steps of this procedure, and thetar command creates a file named gridHome.tgz. In the tar command,copy_path represents the location of the copy of the Oracle Grid Infrastructure home.On AIX or HPUX systems:uncompress gridHome.tar.Z tar xvf gridHome.tar On Windows systems, use WinZip to create a zip file.Method 2: Create a compressed copy of the Oracle Grid Infrastructure home using the -X option:1. Create a file that lists the unnecessary files in the Oracle Grid Infrastructure home. For example, list the following file names, using the asterisk (*) wildcard, in a file called excludeFileList:Grid_home/host_name Grid_home/log/host_name Grid_home/gpnp/host_name Grid_home/crs/init/* Grid_home/cdata/* Grid_home/crf/* Grid_home/network/admin/*.ora Grid_home/root.sh* *.ouibak *.ouibak1 2. Use the tar command or Winzip to create a compressed copy of the Oracle Grid Infrastructure home. For example, on Linux and UNIX systems, run the following command to archive and compress the source Oracle Grid Infrastructure home:tar cpfX - excludeFileList Grid_home | compress -fv > temp_dir/gridHome.tar.Z 



Cloning Oracle Clusterware
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Presentation Notes
Oracle Clusterware support for the Diagnosability FrameworkThe Diagnosability Framework enables Oracle products to use a standardized and simplified way of storing and analyzing diagnosability data.Oracle Trace File Analyzer CollectorThe Oracle Trace File Analyzer (TFA) Collector is a diagnostic collection utility to simplify diagnostic data collection for Oracle Clusterware, Oracle Grid Infrastructure, and Oracle Real Application Clusters (Oracle RAC) systems.Cluster Health Monitor Enhancements for Oracle Flex ClustersCluster Health Monitor (CHM) has been enhanced to provide a highly available server monitor service that provides improved detection and analysis of operating system and cluster resource-related degradation and failures. In addition, CHM supports Oracle Flex Clusters configurations, including the ability for data collectors to collect from every node of the cluster and provide a single cluster representation of the data.IPv6 Support for Public NetworksOracle Clusterware 12c supports IPv6-based public IP and VIP addresses.As IPv6-based IP addresses have become the de facto infrastructure standard in today's data centers, Oracle RAC and Oracle Grid Infrastructure now fully support it. Either  either IPv4 or IPv6 addresses on nodes can be configured on the same network and allow for database connections to occur with either protocol. The Single Client Access Name (SCAN) listener automatically redirects client connects to the appropriate database listener for the IP protocol of the client request.Shared Grid Naming ServiceOne instance of Grid Naming Service (GNS) can provide name resolution service for any number of clusters.Oracle Grid Infrastructure User Support on WindowsStarting with Oracle Database 12c, Oracle Database supports the use of an Oracle Grid Infrastructure installation owner account (Grid user) to own the Oracle Grid Infrastructure home, which you can specify during installation time. The Grid user can be either a built-in account or a non-Administrator Windows user account.  Supporting this feature are the new enhanced Cluster Verification Utility (CVU) commands and the added CRSCTL commands for managing wallets.



Oracle12c Clusterware Options

■ ASM
■ Flex ASM

■ Voting File Options
■ Quorum Disk Options
■ OCR Location Options

▪ ASM Location
▪ Non-ASM Location

■ DATABASE OPTIONS
■ RAC
■ RAC One Node
■ Standalone database
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Oracle12c Clusterware 
Advanced Customization

■ Installing the Clusterware 
in a Virtual Environment

■ Cloning the Clusterware
■ Adding a node
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Oracle12c Clusterware 
Advanced Customization

■ Capacity Planning
■ Policy Management
■ Policy Set
■ Server Pool

■ Enterprise Manager 
Features

■ Agent Features
■ Resource Utilization
■ Enhanced Deployment

50



Oracle12c Clusterware Storage Management
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Customizing Clusterware Services

The Grid is the cloud. The cloud is the grid...



Clusterware Networking

■ Standard Usage of 
Computing Resources
▪ By the box computing

▪ Limited Usage of Pool 
Resources.

■ Enhanced and Consolidated 
Cloud Computed Architecture
▪ Aggregation of Von Neumann 

Architecture Resources

▪ Pooling of Resources for 
Optimization, Load Balancing 
and Scalability

Von Neumann Architecture Cloud Computing Architecture
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Clusterware Networking

■ Virtually unlimited Number of 
In-the-Box Containers.

■ Extended Support for Flex ASM 
Clusters Support

■ Resource Pool Optimization.

■ Flexible and Fast Provisioning of 
Resources.

■ In-the-Box Virtual Networking

■ On-Demand Sharing and Pooling 
of Network Resources

■ Reduced Network Computing 
Propagation Delay

■ Reduced Cost of Operations 
(CAPEX and OPEX)

■ Best Return on Investment 
(ROI)

■ Reduced Total Cost of Ownership 
(CTO).

Virtual Boxes/Containers Software-Defined Networks
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Manageability: Oracle Clusterware 
CLI vs. GUI Tools

■ CRSCTL

■ SRVCTL

■ ORCCHECK

■ ORCDUMP

■ ASMCMD

■ Cluster Verification Utility 
(CLUVFY)

■ Enterprise Manager Cloud 
Control (EMCC Release 5)

■ ASMCA

■ Cluster Health Monitor (CHM)

■ Oracle Cluster Registry 
Configuration 
Tool (OCRCONFIG)

CLI Tools and Utilities GUI Tools
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Clusterware Functionality and Usability

■ Application Ready Stack 
Layer (CRS)

■ Infrastructure Ready Stack 
Layer (CSS)

■ IAM (Identity and 
Management)

■ Built-in Encryption and 
Domain-Driven Data Privacy 
Environment 

■ ITIL Tools

■ Role-Managed Paradigm

▪ Vertical Role 
Segmentation (Between 
Layers)

▪ Horizontal Role 
Segmentation (Within 
Layer)

Functionality Usability and Manageability
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Working with Oracle Databases

■ Supports current and earlier 
database releases.

■ Refer to Oracle Support for 
specific database support.

■ Grid Infrastructure 
environment provides support 
for standard upgrades or 
migrations and rolling 
updates.

■ Comprehensive support for 
Patching and Software 
Maintainability.

Database Support Database Upgrade or 
Migration 
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Working with Oracle Middleware

■ Oracle Clusterware supports 
Fusion Middleware in Virtual 
Environment as in Physical 
Environments.

■ WebLogic-based Middleware 
support.

■ Supports for third-party 
certified middleware as in 
physical platforms. 

Support for Oracle Fusion 
Middleware

Support for Other 
Middleware
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Working with Oracle Applications

■ Most Oracle Applications are 
certified for Oracle 
Clusterware.

■ Support for PeopleSoft, JD 
Edwards, and Oracle EBS.

■ Support for Oracle Fusion 
Applications.

■ Support for other vendor 
certified applications.

■ Support for user-defined 
legacy application 
implementation.

■ API Capable for rapid 
provisioning. 

Supports for Oracle 
Applications

Support for Other 
Applications
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Oracle12c Clusterware Security Framework

■ Oracle Advanced Security 
▪ Oracle Encryption
▪ Virtual Private Database
▪ Oracle Label
▪ Oracle Database Volt
▪ Oracle Redaction
▪ Oracle Network Advanced Security with Protocol and 

Algorithmic Support
— IPSec

— 3DES

— PKI

— Kerberos

— SHA1
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Oracle12c Clusterware Security Framework

■ Support for Out-of-the Box 
Web Services.

■ Support for Out-of-the Box 
IAM.

■ Out-of-the Box Global Web 
Authoring. 

■ Support for In-the-Box IAM 
Clusterware, Database, and 
Application Authentication.

■ Oracle Advanced Security 
Framework.

Public Clouds Private Clouds
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Applying Oracle12c Virtual Clusterware 

■ Enhanced Environment for 
Real Application Testing and 
True Simulation.

■ Scaled Load Testing and 
Simulation

■ Support for Oracle Data 
Masking.

■ Enhnaced IAM Support for 
RAT.

■ Scalability for Capacity 
Planning

■ Scalability for Storage, 
Network QoS

■ Scalability for Predictive 
Network Throughput and 
Latency Prevention.

■ Predictive Analytics for QA 
and QoS.

■ ITIL Comprehensive and 
Scalable Support.

Simulation and RAT QA and QoS Benmark
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Envisioning the Cloud Box

■ Virtual Box

■ Containers

■ SDF Networks with Support for:

▪ TCP/IP Support

▪ UDP Support

▪ IIOP

▪ HTTP

▪ FTP Suport

■ Web Services

■ Cloud Box Firewall

■ Managed Security:

▪ Privileges-based

▪ Credential-Based

▪ VPD Based

▪ Label-based

▪ Volt

▪ Redaction-based

■ Custom Network Protocol Support

In-the-Box Computing and 
Networking

Out-of-the-Box Computing 
and Networking
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Envisioning the Cloud Box

■ IAM 
▪ Login
▪ SSO
▪ OS Credentials
▪ Database Credentials

• VPD

• Label

• Redaction

▪ LDAP 

■ Application connectivity

■ Middleware Business Tier 
Interaction

■ IAM Authentication

▪ Global Privileges

▪ Global Credentials

▪ PKI Infrastructure 

In-the-Box Computing Out-of-the-Box Computing
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The Grid is the cloud. The cloud is the grid...



New Features in Oracle12c Clusterware
 Oracle Clusterware support for the Diagnosability 

Framework

 Oracle Trace File Analyzer Collector

 Cluster Health Monitor Enhancements for Oracle Flex 
Clusters

 IPv6 Support for Public Networks

 Shared Grid Naming Service

 Oracle Grid Infrastructure User Support on Windows

Presenter
Presentation Notes
Automatic Installation of Grid Infrastructure Management RepositoryIn principle, the Grid Infrastructure Management Repository is automatically installed with Oracle Grid Infrastructure 12c Release 1 (12.1.0.2). The Grid Infrastructure Management Repository enables such features as Cluster Health Monitor, Oracle Database QoS Management, and Rapid Home Provisioning, and provides a chronologic metric repository that simplifies viewing of previous performance and diagnosis of issues. This capability is seamless integrated into Oracle Enterprise Manager Cloud Control for comprehensive manageability.Cluster Resources for Oracle ACFS and Oracle ADVMOracle Clusterware resource support includes enhancements for Oracle homes stored on Oracle Automatic Storage Management Cluster File System (Oracle ACFS), Oracle ACFS General Purpose file systems for Grid homes, and Oracle ASM Dynamic Volume Manager (Oracle ADVM) volumes. These resources, managed by Oracle Clusterware, support automatic loading of Oracle ACFS, Oracle ADVM and OKS drivers, disk group mounts, dynamic volume enablement, and automatic Oracle ACFS file system mounts.Oracle Flex ASMOracle Flex ASM enables the Oracle ASM instance to run on a separate physical server from the database servers. Any number of Oracle ASM servers can be clustered to support much larger database clients, thereby eliminating a single point of failure.Oracle Flex ClustersOracle Flex Clusters is a new concept, which joins together a traditional closely-coupled cluster with a modest node count with a large number of loosely-coupled nodes. To support various configurations that can be established using this new concept, SRVCTL facilitates installation and configuration, by providing  new commands and command options.Rapid Home ProvisioningRapid Home Provisioning enables DBAs to deploy Oracle homes based on images stored in a catalog of pre-created software homes.Memory Guard With No Need for Oracle Database QoS ManagementMemory Guard is enabled by default. Memory Guard detects memory stress on a node and causes new sessions to be directed to other instances until the existing workload drains and frees memory, and then re-enables services automatically to accept new connections once free memor is available.y 



New Features in Oracle12c Clusterware
 Oracle Grid Infrastructure Rolling Migration for One-Off 

Patches

 Policy-Based Cluster Management and Administration

 Restricting Service Registration with Valid Node 
Checking

 What-If Command Evaluation

 Online Resource Attribute Modification

 Oracle Cluster Registry Backup in Oracle ASM Disk 
Group Support

Presenter
Presentation Notes
Oracle Grid Infrastructure Rolling Migration for One-Off PatchesOracle Grid Infrastructure one-off patch rolling migration and upgrade for Oracle Automatic Storage Management (Oracle ASM) and Oracle Clusterware enables Administrators to independently upgrade or patch clustered Oracle Grid Infrastructure nodes with one-off patches, without affecting database availability. This feature provides greater uptime and patching flexibility. This release also introduces a new Cluster state, "Rolling Patch." Operations allowed in a patch quiesce state are similar to the existing "Rolling Upgrade" cluster state.Policy-Based Cluster Management and AdministrationOracle Grid Infrastructure allows running multiple applications in one cluster, using a policy-based approach to optimize the application workload, thus permitting on-demand dynamic resource reallocation and prioritization. Besides, Oracle12c Clusterware ncludes a generic_application resource type for fast integration and high availability for any type of application.Restricting Service Registration with Valid Node CheckingA standalone Oracle Database listener restricts clients from accessing a database registered with this listener using various conditions, such as the subnet, from which these clients are connecting. Listeners that Oracle Grid Infrastructure manages can now be configured, accordingly.What-If Command EvaluationOracle Clusterware 12c provides a set of evaluation commands and APIs to determine the impact of a certain operation before the respective operation is actually executed.Online Resource Attribute ModificationOracle Clusterware manages hardware and software components for high availability using a resource model. The DBA can utilize resource attributes to define how Oracle Clusterware should manage those resources, which can then be modified without a restart, while facilitating the online resource attribute modification with certain SRVCTL and CRSCTL commands.Oracle Cluster Registry Backup in Oracle ASM Disk Group SupportThe Oracle Cluster Registry (OCR) backup mechanism enables storing the OCR backup in an Oracle ASM disk group. 



Deprecated Features in Oracle12c Clusterware

 Deprecation of single-letter SRVCTL CLI options

 Deprecation of Oracle Restart

 Management of Cluster Administrators using a stored 
list of administrative users

 Oracle Cluster File System on Windows

 Oracle Enterprise Manager Database Control → EMDBX

 Raw (block) storage devices for Oracle Database and 
related technologies

Presenter
Presentation Notes
The following features are deprecated with this release, and may be desupported in a future releaseDeprecation of single-letter SRVCTL CLI optionsAll SRVCTL commands have been enhanced to accept full-word options instead of the single-letter options. Deprecation of Oracle RestartOracle Restart is deprecated in Oracle Database 12c,  and it is restricted to manage single-instance Oracle databases and Oracle ASM instances only, and subject to desupport in upcoming releases. Oracle will continue to provide Oracle ASM as part of the Oracle Grid Infrastructure installation for Standalone and Cluster deployments.Management of Cluster Administrators using a stored list of administrative usersThis method of administration is being replaced by a more comprehensive management of administrative user roles, through the configuration of the access control list in the policy set.Oracle Cluster File System on WindowsOracle no longer supports Oracle Cluster File System (OCFS) on Windows.Oracle Enterprise Manager Database ControlOracle Enterprise Manager Database Control is replaced by Oracle Enterprise Manager Database Express.Raw (block) storage devices for Oracle Database and related technologiesAs of Oracle Database 12c  release 1 (12.1) and its related grid technologies, such as Oracle Clusterware, Oracle no longer supports the direct use of raw or block storage devices. The DBA should first move existing files from raw or block devices to Oracle ASM before an upgrade to Oracle Clusterware 12c  release 1 (12.1).
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Envisioning the Cloud Box

Cloud Box Specifications

Atomicity
• Amplified Von Neumann Architecture
• Unified Usability and Functionality with Tiered-Access
• Single Instantiation with Tiered-Access

• IAM-Based Visualization and Accessibility
• In-the-Box and Out-of-the Box Specs
• No unauthorized out-of-the-box instantiation
• Unified Cluster-aware Grid Computing Entity

Pooled Grid Computing Resources, including Clusters Entities, and 
Storage and Network Components

Diagnosability through the entire Cloud Box via Clusterware Resources.

Presenter
Presentation Notes
The following features are deprecated with this release, and may be desupported in a future releaseDeprecation of single-letter SRVCTL CLI optionsAll SRVCTL commands have been enhanced to accept full-word options instead of the single-letter options. Deprecation of Oracle RestartOracle Restart is deprecated in Oracle Database 12c,  and it is restricted to manage single-instance Oracle databases and Oracle ASM instances only, and subject to desupport in upcoming releases. Oracle will continue to provide Oracle ASM as part of the Oracle Grid Infrastructure installation for Standalone and Cluster deployments.Management of Cluster Administrators using a stored list of administrative usersThis method of administration is being replaced by a more comprehensive management of administrative user roles, through the configuration of the access control list in the policy set.Oracle Cluster File System on WindowsOracle no longer supports Oracle Cluster File System (OCFS) on Windows.Oracle Enterprise Manager Database ControlOracle Enterprise Manager Database Control is replaced by Oracle Enterprise Manager Database Express.Raw (block) storage devices for Oracle Database and related technologiesAs of Oracle Database 12c  release 1 (12.1) and its related grid technologies, such as Oracle Clusterware, Oracle no longer supports the direct use of raw or block storage devices. The DBA should first move existing files from raw or block devices to Oracle ASM before an upgrade to Oracle Clusterware 12c  release 1 (12.1).



Envisioning the Cloud Box
Privacy and Independent
• Private Cloud Environment
• Restricted Access from Outside the Private Cloud Box

Cloud Contains: Computing, Storage, and Network Resources as a 
Consolidated Networked Grid Computing Unit.

Platform Issues
• Can be OS Platform Agnostic
• Can Support Heterogeneous OS Clusterware Abiding by the Same 

Policies or Policy Sets.
Boundedness, Closure, and Completeness
• The Cloud Box is fully bounded via a Secured Private Cloud 

Approach
• Operations, Functions, Protocols, Database Listening, and other 

Resource Operability, and Manageability within the Box is subject to 
boundedness, closure, and completeness for cluster balance 
optimization.

Presenter
Presentation Notes
The following features are deprecated with this release, and may be desupported in a future releaseDeprecation of single-letter SRVCTL CLI optionsAll SRVCTL commands have been enhanced to accept full-word options instead of the single-letter options. Deprecation of Oracle RestartOracle Restart is deprecated in Oracle Database 12c,  and it is restricted to manage single-instance Oracle databases and Oracle ASM instances only, and subject to desupport in upcoming releases. Oracle will continue to provide Oracle ASM as part of the Oracle Grid Infrastructure installation for Standalone and Cluster deployments.Management of Cluster Administrators using a stored list of administrative usersThis method of administration is being replaced by a more comprehensive management of administrative user roles, through the configuration of the access control list in the policy set.Oracle Cluster File System on WindowsOracle no longer supports Oracle Cluster File System (OCFS) on Windows.Oracle Enterprise Manager Database ControlOracle Enterprise Manager Database Control is replaced by Oracle Enterprise Manager Database Express.Raw (block) storage devices for Oracle Database and related technologiesAs of Oracle Database 12c  release 1 (12.1) and its related grid technologies, such as Oracle Clusterware, Oracle no longer supports the direct use of raw or block storage devices. The DBA should first move existing files from raw or block devices to Oracle ASM before an upgrade to Oracle Clusterware 12c  release 1 (12.1).



Envisioning the Cloud Box

Computability and Complexity
• Algorithmic Complexity in Executed Code within Clusterware 

complies with Classic Computability and Complexity Theories, such 
as, for instance, NP-Complete.

• The Clusterware and the Nodes Involved will work in collaboration via 
Managers and Agents among the box's Clusters' in order to optimize 
resource utilization, attain high-availability, and reliability.

• The Clusters in the Cloud Box will seek collaboration via speculative 
computing approaches via Software-Defined-Networks, Containers, 
Snapshots, Virtual Machines, and other Virtual Resources, in contrast 
with traditional cabled computing and networking.

Cloud Box Topology and Networking
• Based on ASM Flex Clusters
• Based on Regular ASM Clusters

Presenter
Presentation Notes
The following features are deprecated with this release, and may be desupported in a future releaseDeprecation of single-letter SRVCTL CLI optionsAll SRVCTL commands have been enhanced to accept full-word options instead of the single-letter options. Deprecation of Oracle RestartOracle Restart is deprecated in Oracle Database 12c,  and it is restricted to manage single-instance Oracle databases and Oracle ASM instances only, and subject to desupport in upcoming releases. Oracle will continue to provide Oracle ASM as part of the Oracle Grid Infrastructure installation for Standalone and Cluster deployments.Management of Cluster Administrators using a stored list of administrative usersThis method of administration is being replaced by a more comprehensive management of administrative user roles, through the configuration of the access control list in the policy set.Oracle Cluster File System on WindowsOracle no longer supports Oracle Cluster File System (OCFS) on Windows.Oracle Enterprise Manager Database ControlOracle Enterprise Manager Database Control is replaced by Oracle Enterprise Manager Database Express.Raw (block) storage devices for Oracle Database and related technologiesAs of Oracle Database 12c  release 1 (12.1) and its related grid technologies, such as Oracle Clusterware, Oracle no longer supports the direct use of raw or block storage devices. The DBA should first move existing files from raw or block devices to Oracle ASM before an upgrade to Oracle Clusterware 12c  release 1 (12.1).



Current and Future 
Oracle Clusterware Virtualization

■ Bounded by Virtual Box 
Perspective

■ Limited Cluster Visualization

■ Unified Administrators’ View

By the Node Perspective Unified Cloud Box 
Perspective
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Fundamental Clusterware Drills:
Installation and Configuraiton Summary

Storage Management
Basic Command and Tool Summary

CLI and Tool Drills
ASM Storage Management Drills

The Grid is the cloud. The cloud is the grid...
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Oracle VM Clusterware Shutdown



Oracle VM Clusterware Shutdown
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Concluding Remarks

 Oracle Virtual Clusterware is an ideal environment for 
RAT, where it proves to be greatly cost-effective.

 Oracle Grid Infrastructure works as efficiently as an IT 
platform when virtualized.

 Envisioning the Cloud Box is attaining a higher level of 
virtual cluster supercomputing.

 An Enterprise Virtual Configuration of the Oracle 
Clusterware is highly cost-effective by the dollar on any 
scale.

 Time Implementation and Rapid Provisioning in the 
Grid Infrastructure are also important factors towards 
successful deployments. 

Presenter
Presentation Notes
The following features are deprecated with this release, and may be desupported in a future releaseDeprecation of single-letter SRVCTL CLI optionsAll SRVCTL commands have been enhanced to accept full-word options instead of the single-letter options. Deprecation of Oracle RestartOracle Restart is deprecated in Oracle Database 12c,  and it is restricted to manage single-instance Oracle databases and Oracle ASM instances only, and subject to desupport in upcoming releases. Oracle will continue to provide Oracle ASM as part of the Oracle Grid Infrastructure installation for Standalone and Cluster deployments.Management of Cluster Administrators using a stored list of administrative usersThis method of administration is being replaced by a more comprehensive management of administrative user roles, through the configuration of the access control list in the policy set.Oracle Cluster File System on WindowsOracle no longer supports Oracle Cluster File System (OCFS) on Windows.Oracle Enterprise Manager Database ControlOracle Enterprise Manager Database Control is replaced by Oracle Enterprise Manager Database Express.Raw (block) storage devices for Oracle Database and related technologiesAs of Oracle Database 12c  release 1 (12.1) and its related grid technologies, such as Oracle Clusterware, Oracle no longer supports the direct use of raw or block storage devices. The DBA should first move existing files from raw or block devices to Oracle ASM before an upgrade to Oracle Clusterware 12c  release 1 (12.1).
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