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ROBIN SYSTEMS AT CASSANDRA SUMMIT.

ROBIN SYSTEMS WILL BE AT ORACLE OPEN WORLD NEXT WEEK!
PLEASE \/ISIT USAT OO\/\/ FOR FUN, PROGRESS, AND PRIZES!
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What is Happening with Containers Lately?

Application-Defined Containerization

Software-defined Intelligent Infrastructure
Containers + Application-aware Storage + Networking + Application Orchestration

h 4
I
SIMPLIFY MAXIMIZE
Application Management Performance and QoS Capacity Utilization
Increase Agility Reduce Cost
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Why Containers?
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Stateless Stateful Data Apps Enterprise Apps
Break out of dependency hell »  Lightweight, high-performance “virtualization”
Build, ship, deploy anywhere > Multi-tenancy with bare-metal performance
Manageable > Higher consolidation density than VMs
Bare-metal performance > Simplify ops by eliminating OS or VM sprawl
Pure Linux skillsets »Justa standard Linux feature, available with all major Linux distributions
rednhat ubuntu® Dp‘:ﬁg‘e
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CONTAINERS ARE THE RIGHT VEHICLE FOR THE JOB!

(c) Robin Systems 2014-2016

‘_LRDE'N



DB READ IOPS PERFORMANCE (LXC VS KVM)
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DB SEQUENTIAL READ LATENCY (LXC VS KVM)
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THE LINUX CONTAINER CONVERGENCE PHENOMENON

Enterprise
Prototype

Linux Containers

e Linux Containers are ideal for
enterprise, because they fully
leverage the power/expense of high-
speed computing equipment

e Linux Containers, and the
necessary soft infrastructure of DNS,
DHCP and OpenvSwitch can run on
your desktop or laptop in exactly the
same way they will run in the
enterprise. Also, since desktop is a
performance-limited environment,
Linux Containers are ideal there too.



Container Advantages

o Consolidate Databases, Big Data Apps on Bare
Metal to avoid Hypervisor Performance Overhead

o Reduce\N'M sprawl, software licensing costs by

Container-Based, Application-Centric deploying multiple applications per machine

Server and Storage Virtualization Software

Q Deploy applications 10x taster, make
applications portable

Q Optimizedata capacity & performance with
application-driven storage management
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WHAT ARE CONTAINERS 7

(c) Robin Systems | =
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Deployment choices

BARE METAL CONTAINERS VIRTUAL MACHINE
i Guest OS Guest OS
* No Isolation ,' ‘ *Run Time Isolation ‘ * Full Isolation
& - No Performance overhead &8 - No Performance overhead ’ Performance overhead &
* Not Portable *Boots from init / Portable * Partially Portable

* No virtualized hardware
www. robinsystems.com (c) Robin Systems 2014-2016



Whatis a Linux Container ?

LXC Container Architecture

— — | Linux Containers (LXC) is an
ae | e || Ao || A operating system-level virtualization
g ll S | e method for running multiple
3 o isolated Linux systems (containers)
" Libaries, gibe (ibe, uclbor bionc) b on a single control host (LXC host).
N System Call Interface - g:
1 [ = : > Not a virtual machine
s, > Provides a virtual environment
; emory
S \ > Own CPU, memory, block /0,

network etc
Physical Hardware

.“) ) Robin Systems |
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L
Containers & Data Apps: What is Missing?

Apps on Bare Metal

(1995-2005) Need 10-100x more performance/scale from Storage
° e > The whole point is to pack 10-100x more containers than VMs on your hardware
% Q > Milliseconds response time to start/stop containers vs. minutes for VMs
- > Each app in each container can bind to multiple data volumes —HDD, SSD, Flash
Apps on Virtualized HW > Jraditional storage systems can't handle this scale, deployment agility or diversity
(2005-2015)

4 H«o

Q Need End-to-End performance isolation and QOS control

> Containers only provide CPU and Memory isolation — what about IO and Storage?

Apps Containerized
(2015-2025)

Q Need to extend application lifecycle management simplicity to data

> Quick provisioning, snapshot, cloning, time-travel




Container Ecosystem

[Pre—Contamer Era}

VM VM VM VM

VM VM VM VM

— Application Framework
pRFL)be on Rails, PHP, Java

Almost always deployed on VMs

Container Era
Stateless Application Layer [ | }

Web Server
Apache, Tomcat, Nginx, IS .&

docker

Containerization Platform
for Stateless Apps

Stateful Application (Data) Tier

Databases
RDBMS, NoSQL

Analytics Search In-Memory

Hadoop, Spark ELK, Solr Redis, Memcache

Mostly Bare Metal

s

(c) Robin Systems 2014-2016
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Hardware Deployment Choices

Decoupled Compute and Storage Collocated Compute and Storage
Right size hardware for compute and storage layers > Hardware management simplicity
Scale compute and storage independently > Data locality and affinity to avoid network overload

Centralize data protection, security, governance
Enable data sharing

Dooooo oo oo oo oo

10GigE Network Compute Compute Compute

+ + +
SieageandiBataliianc Storage Storage Storage
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CONTAINERS RUN ON YOUR OWN COMMODITY HARDWARE
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Application-Defined Data Center Software

~

CONTAINER-BASED COMPUTE PLANE

APPLICATION-AWARE FABRIC CONTROLLER

CONTAINER-AWARE, STORAGE AND DATA PLANE

RUNS ON YOUR OWN COMMODITY HARDWARE
(c) Robin Systems |
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Cloud-extend
Compute & Storage

Application-defined Storage
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H SYSTEM CONTAINERS
(Full OS, VM like manageability)

Pack more applications per machine
Complete performanceisolation

2-3x hardware, rack space, power savings
100x faster application deployment, scaling
Seamless portability

CONTAINER-BASED COMPUTE PLANE

(c) Robin Systems |

& 50142016 info@robinsystems.com




1NN/, Arinlicr~HtiAn _ NDriviAarln Ty iietIAT CHArAA~A

Industry’s first born-for-containers, scale-out block storage

Scalesup to 100,000+ volumes, create and destroy volumes in seconds
Supports ANY filesystem, ALL applications (includingmission critical like Oracle)
Application-driven storage provisioning, placement, protection

Thin provisioning, compression, erasure coding, and more

SIS = 88 B8 S
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CONTAINER-AWARE, STORAGE AND DATA PLANE
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RUNS ON YOUR OWN COMMODITY HARDWARE
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App-to-Spindle QoS Guarantee

CPU Prod
Memory

(c) Robin Systems
> 2014-2016
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IO

D Bandwidth

Priority

Control resources & enforce
priority at each layer = compute,
network, storage

Divide resources among clusters,
applications according to business
priorities

Guarantee MAX and MIN IOPS at

the container-level

ROEBIN


iops-2mins-vimeo.mp4
https://vimeo.com/171608156/52692133c0

Ever Wonder...

Toblerone chocolate triangles the kind you
see in airports always at the Duty Free store
are transported very efficiently by the Swiss
on Special Trains...Exactly the same way that
LXC Linux Containersalso operate with
maximum efficiency because everythingis at
bare metal performance— network,
compute, storage.

(c) Robin Systems 2014-2016



How the Swiss Transport Toblerone...Efficiently

Toblerone in VMs Toblerone in LXC

b o0 Yo o

(c) Robin Systems 2014-2016



| XC for Oracle

(c) Robin Systems % .
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Fase of Provisioning




Business Drivers

Motivation to build a Database as a service platform

IT Wants

Simplified deploymenton
standardized platforms

Less maintenance and
better support

More budget and time for
innovation

Cut costs

@ ) Robin Systems | =
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Requirements

Databaseisolation
Easyadoption
Manage many as one
Retain granular control

User Wants

Self-service

Rapid provisioning
Simplified management
Metered Use

Performance optimized
for service levels




Traditional Deployment

Developer Manager DBA Storage Admin
Request Database —> Approval Requests HW and > Allocate Storage
Storage
Network Admin DBA Develope
Setup OS and Network |——> Create and Configure Get access to Database
Database
Days Weeks Months

(c) Robin Systems |
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Containers Simplity Deployment

indle Application

2 2 \
) T ‘) M
CentOS CentOs y
centos devpkg mysq|
ORACLE’ ¥y
DATABASE — V
oracle VDBench vdbench

Select an image from the
Software Library

oy éc())ffgglzystems | = info@robinsystems.com

LXC

Database Instance and
Processes

[ rvoenepcton | o mae e

Provide the required

ORACLE DATA
HOME VOLUME

Provision your

database




How does this work internally 7 (1)

MANIFEST FILE

name: Oracle DB Bundle

version: "12.1" > Manifest file describes the Oracle image
description: My organization's Oracle dev environment )
website: http://www.mycompany.com » References to a tar ball Oracle image

icon: oracle_logo.gif

roles: [dbl > Reserve CPU

> Define Storage Mounts

db:
name: oracledb 0
version: "12.1" ’ Deﬂne HOOkS
icon: oracle_Llogo.gif N Setup
multinode: true .
descri%}ion: Runs oracle database server > Create database based on user inputs
image: |Oracle_demo.tar.gz| > Sta
. rtup
engine: Lxc
cpu: > Allows starting up database
reserve: false :
cores:" 8 > Perform any operation needed at each
- startup
hooks: s Sto
setup: "bash setup.sh" P
start: "bash start.sh" > Stops the database
stop: "bash stop.sh"
(©) Robin Systems | W@ info@robinsystems.com
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How does this work internally 7 (2)

Application Template

“name": "orcl”,
“zoneid": 1466788735,
"bundleid": 11,
“version": "12.1",
"roles": [
{
“name”: "db",
"image": {
"name": "Oracle_demo.tar.gz"
“engine": "lxc",
“version": "12.1"

"aqgroups": {
“gosdef": {

“enabled": false,
“rd_min_iops*: @,
“rd_max_iops": 509009,
“rd_min_window": 4008,
“rd_weight": 1,
"wr_min_iops*: @,
"wr_max_liops": 509009,
"wr_weight": 1,
"wr_min_window': 4000,
“priority": 1

8
“vnodes": [

{
"name": “dbe",
“epu': {
“min": @,
"max™: 4
.
(©) Robin Systems | W@ info@robinsystems.com

> When user input is provided

» Template file is generated with all required
Inputs

> Template file can be reused to create
similar databases from the command line

> User can always customize by editing this
template




Cloning

(c) Robin Systems |
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Data Sprawl

<o
*

Storage Usage for one application

—
—

>
=

Downstream environments Dev & Test

> Full Clones of your
production database

> Time consuming
> Results in Data Sprawl

> Create Test master to
avoid performance
penalty

> What if , you create as many
environments but not pay
the storage penalty ?

)

(C) Robin \ stems

~ 2014-2016
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Copy-on-Write Basics
Much more efficient storage of substantially similar files

my_file

File is collection of data blocks

E-..E And headers
E...E Copy file requires only copy of header
E-..E > Much more efficient storage

> Minimal IO to create copy
E-..E A Only copy block when changed

v

v

v

v

cp my file my file copy

(c) Robin Systems | =~
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Thin clone using LXC Containers

e Create aclone of the

- database

LXC ‘ ’

v Database Instance and

v Processes
PROD

Database Instance and
Processes
___

Time consistent copies
with minimum space
usage

ORACLE
HOME

DATA
VOLUME

Point in time snapshot of all the volumes

(c) Robin Systems |
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Multiple Clone copies with fraction of storage

TEST DEV

LXC

v | | | |
" _ _ _ _

Database Instance and
Processes

CLONE
ROOT ORACLE DATA
VOLUME HOME VOLUME | | | |
- - -

N

(c) Robin Systems |
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Resource Management




Clustering Challenges
CPU Memory
> Noisy neighbor problem

Network I/0

i 1
@) (Z%lng\glzystems | W@ info@robinsystems.com .L




L XC Container QoS

Resource Pools

> Partitioning of resources into “Pools” of compute and
storage nodes

£\

> Enables physical isolation for a set of applications é é
> Resource Reservation
> Carve out a slice of CPU, memory, IO for mission-critical
applications
> Application Shares ¥ ¥

> Ensure best performance for highest priority applications

Read and Write IO

> MaxIOPS Cap = Prevent a single application from
hogging resources

> Min IOPS Guarantee = Predictable application
performance

v

(c) Robin Systems | =
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Thin clone directly from production

DATA VOLUME
~—

App -aware fabric
Controller

= S

(c) Robin Systems

| W@ info@robinsystems.com

> 10 resource

management lets
you clone directly
from Production

No need to create a
test instance

Application aware
fabric controller
allocates two
separate I/O
channels which
guarantees I/O for
you production
environment




Automated Failover




Automatic Failover

. O " computeniade | » Automatically detects
' CompyteNode | : container failure
LXC .
(extensions)

LXC

- | : e - > Application monitor brings
N : : v ; up an Oracle container
~' | e’ image in seconds in

2500 -] T — : another compute node
Database Instance and - e J (eXte ﬂS |O HS)
Proct& . -I I

.. J___l p—— > No need to move storage.

Automatically mount of
the storage volumes to

! : the new container
|

I VOLUME HOME VOLUME .

i < < -

Storage Layer

(c) Robin Systems |
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LXC Oracle Support and
Certification

Let’s look at the current support picture for running Oracle databases including
Oracle 12c RAC on Oracle Grid Infrastructure in LXC Linux containers.

(c) Robin Systems 2014-2016



Oracle Certification vs. Support

Oracle Certification Oracle Support

* Oracle Certification means that * Oracle support contracts are
specific tested combinations of purchased from Oracle, and
OS and Oracle database means updates, install patches,
software installed in the and logged issues with Oracle
certified configuration will run Support can be submitted via
properly; patches, updates, etc. the SR process and will be
specific to that combo are not worked and resolved.

guaranteed to be provided.



Oracle DB 12.1 Supported on LXC on UEK

"Starting with Oracle Database 12¢ Release 1 (12.1.0.2), Linux Containers are supported on

v

Oracle Linux 7 and Oracle Linux 6 and certified on Linux x86-64 systems”.

v

Oracle Database is certifiedon Oracle Linux, Red Hat Enterprise Linux and SUSE Enterprise
Linux in LXC.

£\

Oracle Database is supported ONLY on Oracle Linux UEK in LXC.

v

OS requirements for supported Oracle DB in Linux Containers:
> Oracle Linux 7; 3.8.13-98.el7uek.x86_64 (or later)
> Oracle Linux 6: 3.8.13-98.elbuek.x86_64 (or later)

@) | W@ info@robinsystems.com



https://docs.oracle.com/database/121/LADBN/toc.htm#LADBN102

Patch Requirements for Oracle DB in LXC

> You must install patch 20920711 prior to enabling RT (real-time processes) for LXC Linux
Containers.

> This patch is required because the container does not reboot upon c¢ssd failure, but rather the
cssd failure will cause the physical host of the LXC containers to itself reboot.

@) | W@ info@robinsystems.com




Enable Real-Time Processes for Linux Containers

s

Use the --privileged=RT" switch when creating an LXC Linux Container for Oracle Grid
Infrastructure 12c.

Ixc-create -n node_name -t oracle -B [btrfs|ext4] -- --release=6.latest --privileged=rt
Note that both ext4 and btrfs filesystems are supported.

Generally btrfs is considered to be much better suited to LXC

However ext4 can also be used.
https://twitter.com/BBClondonNews/status//73502781671997440/photo/1

| W@ info@robinsystems.com



https://twitter.com/BBCLondonNews/status/773502781671997440/photo/1

Filesystem Choices — BTRFS is Better

> The typical choices are BTRFS or ext4

> [ have personally used ext4 in all my work to-date

> The choice of ext4 is not necessarily the best choice.

» BTRFS is generally regarded as a better choice for LXC containers
> BTRFS automatically creates LXC containers in subvolumes

> In an ext4 or xfs file system an Ixc container clone would take the same amount of space as
the original container.

» In a BTRFS file system a subvolume clone does not take up an extra space apart from the
differences between the 2 containers

@) | W@ info@robinsystems.com




More on BTRFS Filesystem...

> Generally BTRFS allows live snapshots of running containers.

» However database workloads cannot be snapshotted in this way.

@) | W@ info@robinsystems.com




Hard Limit Value Error in the Prerequisite Screen
During the Installation

s

>

>

Hard Limit Value Error in the Prerequisite Screen During the Installation

"You must not fix the hard limit value using the Fix and Check Again button. Instead, manually
add the hard limit value 65536 to the entry etc/security/limits.conf on the host, log out and log
in again, and then proceed with the installation. This may help to overcome any issue when the
user tries to connect to the Linux container”

This issue is tracked with Oracle bug 206832009.

OK so all of the above is what the Oracle Database Release Notes for Oracle 12¢ DB Say...What
Does it Boil Down to Really?......

| W@ info@robinsystems.com




Example limits.conf
# Oracle

H= e

H= e

grid
grid
grid
grid
grid
grid

oracle
oracle
oracle
oracle
oracle
oracle

soft
hard
soft
hard
soft
hard

soft
hard
soft
hard
soft
hard

nofile
nofile
nproc
nproc
stack
stack

nofile
nofile
nproc
nproc
stack
stack

1024
65536
16384
16384
10240
327768

1024
65536
16384
16384
10240
327768

* You may find that some settings in
the /etc/security/limits.conf file
will suddenly cause it to be
impossible to login as that user
(e.g. as the linux “oracle” and/or
“grid” user). If you run into this
problem where the “oracle” or
“grid” user cannot login to the
container (nor “su =" from root)
limits.conf settings are usually the
culprit.



Notable Gl installer screens — 12¢c RAC on LXC

0 Oracle Grid Infrastructure 12c Release 1 Installer - Step 4 of 16 il Oracle Grid Infrastructure 12c Release 1 Installer - Step 6 of 16

. . DRACLE C Specify Network Interface Usage & 1 2 c
Grid Plug and Play Information GRID INFRASTRUCTURE
GRID INFRASTRUCTURE

s Installation Option Private interfaces are used by Oracle Grid Infrastructure Tor internode traffic
. . Single Client Access Mame (SCAM) allowws clients to use ane name in connection strings to connect to /T\
t Installation Option A f Cluster T
/T\ the cluster az awhole. Client connect requests to the SCARMN name can be handled by any cluster node. /T\ |
Cluster Type . EreEE: e EEEs Interface Mam e Subnet Lze for
,T\ bil1] o u T ethO 10.207.39.0 |Public hd|
Cluster Mame: |jxc1 « Grid Plug and Play i
L Product Languages | | T ethl 1s2.0.0.0 |P"!\fa‘e hd|
! o ¢ Cluster Node Information etha 152.0.0.0 |Private -
L Grid Plug and Play SCAMMName:  [Ixcl-scan.gnsl.rs.com | T eth3 19z.0.00 [Private -]
i &) Metwork Interface Usage ethd 192.0.0.0 [Private el
Cluster Mode Information SCAM Part: |1521 | \, Create ASM Disk Groun ethS 172.0.0.0 [A5M |
T T |45 hd
Canfigure GNS

Mote: If you intend to store Oracle Cluster Registry (OCR) and voting disk files using Oracle Flex
Automatic Storage Management (Oracle Flex ASM), then you must designate at least one of the private

Configure nodes Virtual [Ps as assigned by the Dynamic Metwarks interface subnets either as "ASM" or as "ASM & Private".

Create a ngw CNS

"

P

GNS WIP Address: |10_20?_39_3 |

GNS Sub Domair@|gnsl.rs.com| |

-

Py

Help <Back | Bext > Cancel | Help <Back || Mext> Cancel

(c) Robin Systems 2014-2016



Practical guide to setting up GNS for LXC

GNS forward ZONE FILE ENTRIES Gns reverse zone file entires

SORIGIN . SORIGIN
$TTL 86400 ;7 1 day STTL 86400 ; 1 day
rs.com IN SOA stlnsOl.rs.com. postmaster.rs.com. ( 39.207.10.in-addr.arpa IN SOA stlnsO0l.rs.comn.
1512181475 ; serial , postmaster.rs.com. (
60 i refresh (1 minute) 1512181475 ; serial
1800 ; retry (30 minutes) 60 ' refresh (1 minute)
604800 ; expire (1 week) ! . 4
86400 ; minimum (1 day) 1800 ; retry (30 minutes)
) 604800 ; expire (1 week)
NS stlns0l.rs.com. 86400 ; minimum (1 day)
$ORIGIN rs.com. )
~sflow. udp TXT "txtvers=1" "polling=20" "sampling=512" NS stlns0l.rs.com.
SRV 0 0 6343 stlnsO1 SORIGIN 39.207.10.in-addr.arpa.
STTL 3600 7 1 hour 1 PTR stlnsOl.rs.com.
centos-72a A 10.207.39.14 STTL 3600 . 1 hour
TXT "00abb790500dc92de5¢1914108e81e721c" !
DESKTOP-LNGFATI A 10.207.39.22 10 PTR ora’2cl0.rs.com.
TXT "3121c1dc8a886e646035acf23ae64cle06” 100 PTR vnode-39-100.rs. com.
STTL 86400 ; 1 day 11 PTR ora72cll.rs.com.
gnsl NS 1lxcl-gns-vip 12 PTR ora72cl2.rs.com.
lxcl-gns-vip A 10.207.39.3 13 PTR ora72cl3.rs.com.
STTL 3600 ; 1 hour 14 PTR centos-72a.rs.com.
ora72cl0 A 10.207.39.10 22 PTR DESKTOP-LNGFATI.rs.com.
TXT "003166812569484256b4222c5d89¢cl1647f" STTL 86400 ; 1 day
zgisg?oo ;1 dayA L0 20739 1 3 PTR 1lxcl-gns-vip.rs.com.
vhode-39-100 a 10.207.39.100 39.207.10.in-addr.arpa NS stlns0l.rs.com.
stlnsO1 A 10.207.39.1

(c) Robin Systems 2014-2016



Notable Gl installer screens — 12c rac on LXC

X Oracle Grid Infrastructure 12c Release 1 Installer - Step 15 of 18 X Oracle Grid Infrastructure 12c Release 1 Installer - Step 17 of 18

Perform Prerequisite Checks ORACLE 12(" Install Product ORACLE 12(-‘
GRIB INFRASTRUCTURE GRIB INFRASTRUCTURE

/T\ Installation Option Werification Result /I\ Progress
)Tk Cluster Type Some of the minimum requirements for installation are not completed. Review and fix the issues listed /l\ | e |
in the following table, and recheck the system.
Product Languages Starting 'Oracle Cluster Werification Utility'
T = [¥] lgnare Al ]
T Srid Plug and Play I
T Cluster Mode Information |® Checks Status | Fixable T Status
Checks
T Hevwork Irterface Usade [ O3 Kernel Parameters T « Install Grid Infrastructure for a Cluster Succeeded
Create 45k Disk Group %« Prepare Succeeded
T 05 Kernel Parameter: rmem_max lgnored [ o » Copyfiles Succeeded
0] e SOHATE 4 Link binaries Succeeded
T % 0% Kernel Parameter: wimem _detault Ignored ] -
\|/ Failure lsolation & 05 Kernel Param eter: wmem _max lgnaored I $  Setup Succesded
. « Perform remote operations Succeeded
Management Options - % Device Checks for A5M lgnored o Setup Oracle Base cucceeded
T % Task resolv.conf Integrity Ignared I « Update | . S ded
D ing s D ate Ihvento ucceede
T Operating System Groups % Taszk DHCP configuration check Ignored ] o E:ecute Roat Scrr\{ipts Succeeded
T Ll v e e ervdlain % fdev/shm mounted as temporary file system lgnored I e« Execute root script on Hub nodes Succeeded
Create Inventory % fboct mount lanored e Configure Oracle Grid Infrastructure for a Cluster In Progress
T . . I «# « Update Inventory Succeeded
A Root script execution /I\ o » Oracle Met Configuration Assistant Succeeded
\L, Prerequisite Checks &« Automatic Storage Management Configuration Assistant Succeeded
i I «# « Creating Container Database for Oracle Grid Infrastructure Management Rep... Succeeded
T Summary T @ e Seming up Oracle Crid Infrastructure Management Repositary Succeeded
\'_‘, Install Product " « Management Database Configuration Assistant Succeeded
I i e« Oracle Cluster Verification Utility In Progress
| Detailz
Thiz is a prerequizite condition 1o testwhether the O3 kernel parameter "rmem_default" iz properly
set. (more detailsy ORACLE 1 2“ Application Clusters
Operation Failed on Modes: [0ra72cl3, ora72clz2, ora72cll, ora72cli] GRID INFRASTRUCTURE Application High Availability Using Bundled Agents

Help - Back " Next = Cancel Help Cancel
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Notable Gl installer screens — 12c rac on LXC

Oracle Grid Infrastructure 12c Release 1

Install Product

staller - Step 17 of 18

Oracle Data

ORACLE

GRIB INFRASTRUCTURE 1 2“

Install Product

Finish

Progress

Perform Prerequisite Checks

se 12c Release 1

staller - Step 20 of 23

100%

nstallation Option

Completed 'Oracle Cluster Verification Utility*

Status

=« Prepare

« Copy files

« Link binaries
. SETLp

§444¢

w# Setup Oracle Base
% Updarte Inventory
g Execute Root Scripts

<

« Update Inventary

$44444¢

«# Install Crid Infrastructure for a Cluster

« Perform remote operations

« Execute root script on Hub nodes
w# Configure Oracle Grid Infrastructure for a Cluster

« Oracle Met Configuration Assistant
« Automatic 3torage Management Configuration Assistant
# Creating Container Database for Oracle Grid Infrastructure Management Rep...
« Setting up Oracle Crid Infrastructure Management Repository
» Management Database Configuration Assistant

« Oracle Cluster Werification Utility

Help

ORACLE"

ST rocone | 40
GRID INFRASTRUCTURE

Quality of Service

Meeting Business Critical Performance Objectives

Next =

Fy

,\r\ System Class
/T\ Grid Installation Options
Cluster database type
Succeeded /T&
Succeeded T Modes Selection
Succeeded
Inztall Type
tucceeded ,\r\ Install Type
succeeded Product Lanquages
Succeeded T
Succeeded Database Editioh
Succeeded T
Succeeded Installation Location
Succeeded T X .
Succeeded T Configuration Type
Succeeded .
Datahase |dentifiers
Succeeded T
Succeeded Canfiguration Options
Succeeded T
Succeeded Diatabase Storage
Succeeded )T&
Succeeded T Management Options
,\r Recovery Options
T ASh Disk Group
Details T Schema Passwords
¥ Operating System Groups
I ]
o) Prerequis ite Checks -
L4 I»]
Close | | Help |

(c) Robin Systems 2014-2016

C)R’ACI_E 1 2 c
Dﬁ'I'AB.IlSE
Werification Result

Some of the minimum requirem ents for installation are not completed. Review and fix the issues listed
in the following table, and recheck the system.

| Check Again | | Fix & Check Again | |ShowFaiIed '| | D All Modes '| []lanare All

| Checks

[ Checks

EJ@ 0% Kernel Parameters

Status | Fixable

0% Kernel Parameter: rmem_max Warning
% 0% Kernel Parameter: winem _default Warning
% 0% Kernel Parameter: wimem _max Warning
% Clock Synchronization Failed
% Task resolv.conf Integrity Failed
Qﬁ Jdevfshm mounted as temporary file system Warning
% Maximum locked memory check Warning

This iz a prerequizite condition ta test whether the 05 kernel parameter "rmem_default" is properly
zet. (more details)

Cperation Failed on Modes: [ora?2cl3, ora7?2cle, ora?2cll, ora?2cli]

< Back | Cancel



Notable Gl installer screens — 12¢c RAC on LXC

@ © Database Configuration Assistant < Database Configuration Assistant

Progress . . .
Clane database "ULXCL" creation i Database creation camplete. For details check the logfiles at:
one datatase creation In progress... Juonjapp/oracle/cfgtoollogs,/dbcaf UL C L.
i | Databasze Information:;
Clobal Database Mame: lxcC 1
Swestem dentifierdsID) Prefix: HE<C1
| Server Parameter File name: +DATALFULCC] fspfileldC1 . ora
Steps Status
o  Copying database files Fihizhed EM Database Express LIEL: ttps ) flxcl-scan.gnsl.rs.com: 5500, em
Creating and starting QOracle instance Finizhed
g CreaﬂngElusterdatfhaswiem Finished Mote: All database accounts except 575 and SYSTEM are [ocked.
e . ) Select the Password Management button to wiew a camplete list of
Q Completing Databasze Creation I Progress locked
Creating Pluggable Databases ocked accounts ar to marjage the database accounts. From the_
Passward Management window, unlack anby the accounts sou will
use. dracle strongly recommends changing the default passwards
immediatelys after unlocking the account.
Pazzword Management...
Activity Log | |A1er‘t Log | |§t|:|p | | QI |
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Notable Gl installer screens —12c rac on LXC

cle Database 12c Release 1 Installer - Step 23 of 23

. ORACLE c

= |
Finish ¥ P
L DATABASE =
. 4 34877348
ne: t
-

| = f f (1] 13715 P10 USER PRNI__ VIRT  RES  SHR 5 KCPU SMEM  TINE+ COMMAND
A Cluster database type The installation of Oracle Database was successful. oraciegorar2ci6 SLOBJS tail -F slob2-harness.out 12968 oracle 20 O 5780188 448316 438226 R 26.8 6.1 2.28 oracle 13902 ul

] nohup: ignoring input 38 g @ 4 8.3 8.1

) Modes Selection ' + Update Pct List : 8 36 60 50

I L08 Korker List : 801 016 032 648 664 680 896 112 128

2 : 6 runs of SLOB will be required 8828 oracl: 2

M Install Type el . o oracle ]

I / g Loop for UPDATE |

) Product Languages S 68911 ing SLOB with 681 workers

] ompleted SLOB run for 881 workers:

& [Oreislees Efifen ’ -145434 Info 1 5L0B Harnes:

] 2 -145434 Info : Calling SLOB with 816 workers

. . 2 -150815 Info : Completed SLOB run for 616

¢ Installation Location 20168911- 156815 Info :  SLOB Karness is 5% complete L

] -158815 Info : Calling SLOB with 832 workers b 44151 K/s al DISK WRITE

U Configuration Type -156556 Info : Completed SLOB run for 832 workers: DISK READ DISK KRITE SHAPIN

] 156556 Info :  SLOB Harmess is 8% complete t a

" i -150556 Info : Calling SL0B with 848 workers

] Database Identifiers 151285 Info : Completed SLOB run for 648 workers:

) . . 2 -151205 Info :  SLOB Harmess is 11% complete
v Configuration Options 26166911-151285 Info : Calling 5L08 with 864 workers
] -151814 Info : Completed SLOB run for 864 workers

o 2 -151814 Info :  SLOB Harness is 13% conplete
/l\ Database Storage 151814 Info : Calling SL0B with 688 workers
) 2 -152428 Info
) Management Options

Completed SLOB run for 886 workers:

-152428 Info :  5LOB Harness is 16¥ complete
] 2 -152428 Info : Calling SLOB with 896 workers
M, Recovery Qptions 20168911-153853 Info : Completed SLOB run for 696 workers:
] 153653 Info : SLOB Harness is 19% complete
£ f 2 -153853 Info : Calling SLOB with 112 workers
] A5M Disk Croup 911-15373¢ + Conpleted SLOB run for 112 work
SLOB Harness is 22% complete
) Schema Passwords 2 -153739 Info @ Calling SLOB with 128 workers
I 20161 -154423 Info : Completed 5 run for 128 workers
) Operating System Groups 2616891154423 Enfu SLOB Harness is 25% complete
] -154423 Info : Starting loop for UPDATE_PCT=38
L -154423 Info : Calling SLOB with 881 workers
I Prerequisite Checks d
] SUR ary
Y Install Praduct

Il

Finish

[»]

= Back " Mext = || Install |[ Close —J,é
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Seven Advantages of Linux Containers

Reduction in deployment (creation) time

Reduction in bootup time (boot starts at init)

Performance improvement (bare metal performance)

Manageability improvement (files can be edited at host level)

Consolidation of Enterprise to “Standard” (non-hypervisor) generic Linux skillsets
Linux Containers deliver all the efficient resource utilization

No hypervisor, no virtualized hardware, bare-metal performance

| W@ info@robinsystems.com
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