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Oracle Golden Gate | 20+ Years of Innovation

1990’s – Database HA/DR

2000’s – OLTP Replication

2010 – Data Warehouse
Appliances

2015 – Data Lake

KEY USE CASES

& GROWTH PHASES:
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Oracle Golden Gate | Multi-Cloud Capabilities

Real-time Data
Transactions & Events

*zero install required on database hosts

ORACLE
AUTONOMOUS

DATABASE

ORACLE
OBJECT

STORAGE

Amazon RDS

Amazon Aurora

Azure
VM

Azure
VM

Private
Cloud

ANY CLOUD



8Patterns

Oracle Golden Gate | The Complete Platform 
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Oracle Golden Gate | Continuous Improvements

12.2
12.3

18c

19c
GoldenGate 12.2

• Meta Data in Trail

• Automated Heartbeat Table

• Parameter File Validation

• HA Enhancements

• Extended Metrics

• Oracle Database Simplified 

Instantiation

• 9 Digit Trail File

GoldenGate 12.3
• Microservices Architecture

• Parallel Replicat

• Auto CDR

• Sharding Support

• Procedural Replication

• Expanded Database12.2 

Support

GoldenGate 18.1
• Oracle Database 18c

• Support for ADW and ATP

• Support for identity columns

• Support for  in-row archival

• Microservices Enhancements

• Auto CDR Enhancements

GoldenGate 19.1
• Oracle Database 19c

• Microservices Security and 

Manageability

• Performance and Scalability 

Improvements

• Simplifying the GoldenGate 

Experience

GG for
Big Data

GG Cloud

Stream 
Processing

GG OCI 
Market Place
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Oracle Golden Gate

Oracle Golden Gate provides low-impact capture, routing, transformation, and delivery of 
database transactions across heterogeneous environments in near-real time. 

Oracle Golden Gate enables the exchange and manipulation of data at the transaction level among 
multiple, heterogeneous platforms across the enterprise. 

Oracle Golden Gate moves committed transactions from redo logs and maintains transaction 
integrity with sub-second latency.

Oracle GG uses its own Commit Sequence Number (CSN) to identify a transaction which based on 
the Oracle Database SCN (System Change Number).

Complete data recoverability via trail files.
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Oracle Golden Gate Topologies

UNIDIRECTIONAL QUERY 
OFFLOADING

BIDIRECTIONAL STANDBY 
DB OR ACTIVE-ACTIVE FOR 

HIGH-AVAILABILITY

PEER-TO-PEER LOAD 
BALANCING, 

MULTIMASTER

BROADCAST DATA 
DISTRIBUTION

INTEGRATION / CONSOLIDATION 
DATA WAREHOUSE CASCADING MARTS
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SERVER: Golden Gate 1 (Source)
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Oracle Golden Gate Architecture (Before HUB)

Primary Database

Remote Standby Database With
(Oracle GoldenGate 19c for Oracle)

Data replicating using Oracle Active Data Guard (ADG)
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OGG Support Extracting Redo from Active Data Guard

Does Golden Gate Support Extracting Redo from Active Data Guard? (Doc ID 1299805.1)

Golden Gate Cannot Register Extract At Standby database (Doc ID 2217898.1)

GGSCI> view param escott 
extract escott SETENV (ORACLE_SID="ORCLS") 
userid ogguser@orcls, password oracle 
exttrail ./dirdat/orcls/u1 
TRANLOGOPTIONS MINEFROMACTIVEDG 
updaterecordformat compact 
table scott.*;

• You cannot configure the 
integrated extract on a standby 
database and hence the issue.

• With integrated mode, the 
integrated extract has to update 
the scn for underlying capture 
which mean the database has to 
be open in read write mode.

• Alternatively, from OGG 12.1.2.1 
we can use Classic Extract to 
capture from an Active Data Guard 
Standby database.
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Oracle Golden Gate Local Vs Hub Configuration
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Local Configuration Vs HUB Configuration

Local Configuration HUB Configuration

Golden Gate software installed on database servers Golden Gate software installed on the Hub only

Uses RDBMS software home for required libraries Uses Oracle Client software for required libraries

Golden Gate processes run on the database servers Golden Gate processes only run on the Hub

Logminer Server runs in the database Logminer Server runs in the database

Distribution Path required to transfer trails from source 
to target database hosts

Distribution Path not needed, trail files local to both 
Extract (source) and Replicat (target)

Higher resource consumption on database server Lower resource consumption on database server

Manage & monitor on multiple database servers Manage & monitor on a single server
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Oracle Golden Gate HUB Architecture and Best Practices 

Oracle GoldenGate Hub is an architectural concept that places the OGG software on a different 
host than the databases being operated against. 

The hub must be located close in network proximity to the target database.

Apply latest database quarterly patchset/release update for optimized remote Extract Performance.

Oracle Golden Gate software and processes run on a separate server. 

191004_fbo_ggs_Linux_x64_services_shiphome.zip (736 M)
191004_fbo_ggs_Linux_x64_shiphome.zip (530 M)
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Oracle Golden Gate HUB Architecture and Best Practices 

OGG Hub requires additional server(s) needs allocating with sufficient memory, CPU, I/O and 
network bandwidth to handle all of the Golden Gate traffic. 

Oracle Golden Gate Hub server is that it can be used for multiple database migrations.

Oracle client software for both the source and target database versions are required on the Golden 
Gate hub.

Isolates a lot of the Golden Gate resource usage off of the source and target database servers.
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Oracle Golden Gate HUB Architecture Min. Parameters

For Integrated Extract, Logminer Server runs inside the source database
▪ Requires STREAMS_POOL_SIZE allocation

For integrated parallel Replicator integrated Replicat
▪ Requires STREAMS_POOL_SIZE allocation

Connectivity from GoldenGate Hub to database controlled by TNS alias defined in 
tnsnames.ora or Oracle Easy Connect Plus* naming method

Use latest version of Golden Gate (19c)
▪ OGG 19c cross endian remote capture

Source and target databases must both be enabled for Golden Gate replication
▪ ENABLE_GOLDENGATE_REPLICATION=TRUE

Oracle Golden Gate 19.1.0.0.4 for Oracle & Oracle Golden Gate for Big Data 19.1.0.0.5
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Oracle Golden Gate HUB MAA Configuration using ACFS 

Database File System (DBFS) / Oracle ACFS
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Oracle Golden Gate HUB MAA Configuration using ACFS 

https://yvrk1973.blogspot.com/2020/11/oracle-data-guard-fast-start-failover.html
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Oracle Golden Gate HUB MAA Configuration using ACFS 
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Oracle Golden Gate HUB MAA Configuration using ACFS 

Oracle Data Guard Role Transitions with Oracle GoldenGate and ACFS (Doc ID 2200156.1)
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ACFS 
Replication 
using SSH

Oracle GoldenGate with HUB Architecture - HA and DR benefits

ASM Shared Storage

OS OS

ORACLE GRID INFRASTRUCTURE

OGG Primary HUB Server

ACFS

ASM Shared Storage

ACFS

Primary HUB
Node-1

OS OS

ORACLE GRID INFRASTRUCTURE

OGG Standby HUB Server

Primary HUB
Node-2

Standby HUB
Node-1

Standby HUB
Node-2

▪ Starting with Oracle 12cR2 (12.2), 
the method used to replicate ACFS 
has changed dramatically. 

▪ The new method of replication is 
snapshot based, and data is 
transmitted over the Secure Shell 
(SSH) protocol. 

▪ This new methodology gives the 
ASM administrator more granular 
control over replication.
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Oracle Clusterware | Operating System Certification

Oracle Clusterware 19c supports both Oracle Linux (7.x) and Oracle Linux (8.x).

Always check My Oracle Support (MOS) “Certifications” tab.
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Oracle Golden Gate | Operating System Certification

Oracle GoldenGate 19c supports both Oracle Linux (6.x) and Oracle Linux (7.x).

Always check My Oracle Support (MOS) “Certifications” tab.
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Oracle Golden Gate| Operating System Certification

Oracle Golden Gate 19c supports both Oracle Linux (6.x) and Oracle Linux (7.x).

https://www.oracle.com/middleware/technologies/fusion-certification.html
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Oracle Golden Gate for Big Data | Operating System 
Certification

Oracle GoldenGate for Big Data 19c supports both Oracle Linux (6.x) and Oracle Linux (7.x).

Multiple Replicat Processes / Co-ordinated Delivery
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Oracle ACFS and AFD | Certification Matrix

Oracle ACFS and AFD 19c supported platforms.

Always check ACFS Support On OS Platforms (Certification Matrix). (Doc ID 1369107.1).
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Oracle ACFS Architecture Overview
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Oracle Golden Gate HUB MAA Configuration - ACFS 

Oracle Golden Gate deployments stored on ACFS with continuous snapshot replication.

ACFS zero data loss role reversal for planned outages (18c) 

Acfsutil repl commands can be run as non-root user (19c) 

The combination of  RAC, Data Guard and ACFS Replication provides comprehensive site and 
Disaster Recovery policies for all files inside and outside of the database.

Starting with Oracle ACFS 12c R1, ACFS can be used to store Oracle Database files

Oracle ACFS, as part of Oracle Grid Infrastructure, is integrated with Oracle ASM, Oracle ADVM and 
Oracle Clusterware.

Oracle ACFS offers support for multiple Operating Systems such as Oracle Linux, Redhat, Novell SLES, 
Solaris and IBM AIX.
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Oracle Grid Infrastructure Bundled Agent (XAG)

• Clusterware specific to managing Oracle GoldenGate resources
• XAG allows you to register a Oracle GoldenGate instance with CRS to provide HA

• It solves the key process related issue of ensuring availability of the OGG instance in the face of failures.
• Loss of instance (RAC node failover)
• Loss of primary database (Data Guard Failover integration)

• Use AGCTL for registering and starting/stopping the Service Manager
• Service Manager automatically starts Oracle GoldenGate deployments.

• MUST use XAG version 9.1 or 10.2 (p31215432_19000200714_Linux-x86-64.zip) for Microservices support.

• Install outside of Grid Infrastructure ORACLE_HOME 
• Make sure OS user PATH finds this XAG before the GI installed version

[oracle@rac1-12c xag]$ ./xagsetup.sh --install --directory /u01/app/xag --all_nodes
Installing Oracle Grid Infrastructure Agents on: rac1-12c
Installing Oracle Grid Infrastructure Agents on: rac2-12c
Done.
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Oracle Grid Infrastructure Bundled Agent (XAG)

• Oracle Grid Infrastructure Agents provide an integrated HA 
solution for applications. The applications currently 
supported are listed in agctl command output:

• Manages the following applications as Oracle Clusterware 
Resources:

• Apache Tomcat
• Apache Webserver
• E-Business Suite
• Goldengate
• JD Edwards Enterprise Server
• MySQL Server
• PeopleSoft Application Server
• PeopleSoft Batch Server
• PeopleSoft PIA Server
• Siebel Gateway
• Siebel Server
• WebLogic Administration Server

[root@rac1-12c ~]# appvipcfg create 
-network=1 \
-ip=192.168.2.150 \
-vipname=xag.gg_1-vip.vip \
-user=oracle

[oracle@rac1-12c bin]$ ./agctl add goldengate gg_1 \
--gg_home /vol1/app/gggate \
--instance_type source \
--nodes rac1-12c,rac2-12c \
--vip_name xag.gg_1-vip.vip \
--filesystems ora.acfs_dg.vol1.acfs \
--databases ora.orcl.db \
--oracle_home /u01/app/oracle/product/12.1.0.2/db_1
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Oracle Golden Gate with Bundled Agent (XAG)

• Check GoldenGate status
▪ agctl status goldengate

• Start GoldenGate
▪ agctl start goldengate ggprmy --node GGsourceNode1

• Stop GoldenGate
▪ agctl stop goldengate ggprmy

• Relocate GoldenGate to another RAC node
▪ agctl relocate goldengate ggprmy --node GGsourceNode2

• Register with XAG on the primary by creating the VIP (as root) using the agctl command
▪ agctl add goldengate gg_1 \
--gg_home /vol1/app/gggate \
--instance_type source \
--nodes rac1-12c,rac2-12c \
--vip_name xag.gg_1-vip.vip \
--filesystems ora.acfs_dg.vol1.acfs \
--databases ora.orcl.db \
--oracle_home /u01/app/oracle/product/12.1.0.2/db_1
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Oracle 19c GI with ASMFD, Kernel 4.1.12 & Oracle Linux 7.8 

▪ Oracle 19c GI (19.9) with ASMFD
▪ Oracle Linux 7.8
▪ Kernel 4.1.12
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Oracle 19c GI with ASMFD, Kernel 5.4.17 & Oracle Linux 8.2 

▪ Oracle 19c GI (19.9) with ASMFD Driver
▪ Oracle Linux 8.2
▪ Kernel 5.4.17

Certification Information for Oracle Database on Linux x86-64 (Doc ID 1304727.2)
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Mounting ACFS File Systems RAC Secondary 

[root@rac-s1 ~]# /sbin/acfsutil repl init standby -u oracle /acfs_vol
acfsutil repl init: ACFS-05054: standby replication file system is mounted on more than one cluster node

[root@rac-s1 ~]# srvctl config filesystem -d /dev/asm/acfs_vol-269
Volume device: /dev/asm/acfs_vol-269
Diskgroup name: acfs
Volume name: acfs_vol
Canonical volume device: /dev/asm/acfs_vol-269
Accelerator volume devices:
Mountpoint path: /acfs_vol
Mount point owner:
Mount users:
Type: ACFS
Mount options:
Description:
ACFS file system is enabled
ACFS file system is individually enabled on nodes:
ACFS file system is individually disabled on nodes:
[root@rac-s1 ~]#

[root@rac-s1 ~]# srvctl stop filesystem -d /dev/asm/acfs_vol-269 -n rac-s2

[root@rac-s1 ~]# srvctl status filesystem -d /dev/asm/acfs_vol-269
ACFS file system /acfs_vol is mounted on nodes rac-s1

▪ Mounting ACFS Standby 
Filesystems ACFS standby 
filesystems may be mounted 
on only one node at a time. 
As such, ensure that it is not 
mounted on the second node 
of the cluster; otherwise, you 
will receive the following 
error when attempting to 
initialize the filesystem for 
replication.
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Restarting RAC Secondary – ACFS Filesystems 

Secondary RAC:

[oracle@rac-s1 ~]$ df -h | grep acfs
/dev/asm/acfs_vol-269          19G  267M   19G   2% /acfs_vol

[oracle@rac-s2 ~]$ df -h | grep acfs
/dev/asm/acfs_vol-269          19G  267M   19G   2% /acfs_vol

[root@rac-s2 ~]# srvctl stop filesystem -d /dev/asm/acfs_vol-269 -n rac-s2

[root@rac-s2 ~]# df -h
Filesystem                    Size  Used Avail Use% Mounted on
/dev/mapper/vg_racs2-lv_root   77G   44G   30G  61% /
tmpfs 4.9G  1.3G  3.7G  26% /dev/shm
/dev/sda1                     477M   56M  396M  13% /boot
/dev/mapper/vg_racs2-lv_home   27G  2.2G   23G   9% /home
[root@rac-s2 ~]#

Primary RAC:

[root@rac-p1 ~]# /sbin/acfsutil repl init primary -C -s oracle@rac-s1 -m /acfs_vol/ /acfs_vol/
[root@rac-p1 ~]#

▪ When you restart secondary 
RAC,  ACFS Secondary 
Filesystems will be mounted 
on both the nodes 
automatically.

▪ Ensure it will be mounted on 
only one node.

▪ We have started replication 
from Primary ACFS 
Filesystems using one of the 
cluster node.
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• Oracle GoldenGate deployments stored on ACFS with continuous snapshot replication. 
• Grid Infrastructure agent (XAG) manages hub dependencies between primary file system, VIP and 

GoldenGate deployments.
• Source and Target databases configured for Maximum Availability Architecture (MAA). 
• RAC with application VIPs.

• Oracle GoldenGate Hub offers advantages over local configuration.
• Reduced database server resource consumption
• Ease of administration & monitoring

• Oracle GoldenGate Hub MAA makes use of:
• Oracle Grid Infrastructure (CRS)
• Standalone agent (XAG) with no license cost
• ACFS and ACFS Replication 

Summary
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